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Abstract: We study the confinement/deconfinement transition in a strongly coupled

system triggered by an independent symmetry-breaking quantum phase transition in

gauge/gravity duality. The gravity dual is an Einstein-scalar-dilaton system with AdS

near-boundary behavior and soft wall interior at zero scalar condensate. We study the

cases of neutral and charged condensate separately. In the former case the condensation

breaks the discrete Z2 symmetry while a charged condensate breaks the continuous U(1)

symmetry. After the condensation of the order parameter, the non-zero vacuum expec-

tation value of the scalar couples to the dilaton, changing the soft wall geometry into a

non-confining and anisotropically scale-invariant infrared metric. In other words, the for-

mation of long-range order is immediately followed by the deconfinement transition and the

two critical points coincide. The confined phase has a scale — the confinement scale (en-

ergy gap) which vanishes in the deconfined case. Therefore, the breaking of the symmetry

of the scalar (Z2 or U(1)) in turn restores the scaling symmetry in the system and neither

phase has a higher overall symmetry than the other. When the scalar is charged the phase

transition is continuous which goes against the Ginzburg-Landau theory where such tran-

sitions generically only occur discontinuously. This phenomenon has some commonalities

with the scenario of deconfined criticality. The mechanism we have found has applications

mainly in effective field theories such as quantum magnetic systems. We briefly discuss

these applications and the relation to real-world systems.
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1 Introduction

The gauge/gravity duality, AdS/CFT correspondence or holography [1, 2] is by now a well-

established area, providing insights into fundamental issues of string theory and quantum

gravity but also into strongly-coupled physics in various areas such as quantum chromo-

dynamics (QCD) and condensed matter systems [4]. In such studies, the spacetime has
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anti de Sitter (AdS) geometry at large distances, near the boundary of the space, while

the interior is deformed away from AdS by various matter and gauge fields. This means

that the high-energy behavior (ultraviolet, UV) of the field theory, determined by the near-

boundary geometry, is conformally invariant but the interesting low-energy (infrared, IR)

physics is determined by the geometry of the interior which can look differently for various

configurations of fields and matter. The basic idea is that the radial coordinate on the

gravity side corresponds to the energy scale in field theory: as we travel from the boundary

toward the interior, we probe lower and lower energy scales.

One outstanding problem where AdS/CFT has provided some insights is the confine-

ment/deconfinement transition in strongly coupled gauge theories. In the confined phase,

only gauge-neutral bound states (mesons or baryons) can be observed. In the deconfined

phase, individual gauge-charged particles are also observable. The fact that the gauge-

charged excitations confine to form gauge-neutral bound states means that a gap opens,

as we only see the gauge-neutral bound states at finite energies; the number of the degrees

of freedom is effectively reduced at low energies. In AdS/CFT, this in turn means that

the scale of the spacetime in the dual gravity model shrinks to zero in the interior. Such

geometries are called soft-wall geometries, if the scale shrinks continuously, or hard-wall

geometries if the spacetime is sharply cut off at some finite radius. Soft-wall geometries

(which are more realistic than the hard-wall idealization) are obtained by coupling a neutral

scalar — dilaton — to the metric in a non-minimal way. They were first used in so-called

AdS/QCD studies in [3, 21, 32–34].

Typically, as the temperature rises, the system undergoes a confinement/deconfinement

phase transition: when the system deconfines, the free energy of individual gauge-charged

particles becomes finite, and they can be observed. This is the dominant mechanism in

quark-gluon plasmas in QCD. But confinement/deconfinement is also present in condensed

matter systems. Here the gauge field is not microscopic but emergent in the low-energy

description. In the confined phase the degrees of freedom are bound into gauge-neutral ex-

citations which are seen as normal electrons, i.e. quasiparticles. In the deconfined regime,

the excitations are gauge-charged and not observable by ordinary probes in experiment.

This might explain some non-Fermi liquid materials [10–15]. This topic was addressed

e.g in [29] as well as in a series of very general and systematic studies by Kiritsis and

coworkers [24–26]. In such systems, it is realistic to assume that deconfinement can also

happen as a quantum phase transition, at zero temperature, when some parameter is var-

ied. Deconfined gauge theories in AdS/CFT often have full conformal symmetry (dual

to AdS geometry) or at least some form of anisotropic scale covariance (with different

scaling exponents along different coordinates) which arguably can be expected to hold at

high energies for many realistic gauge theories [3] while a confined theory has an explicit

scale because the energy of gauge-neutral bound states or, equivalently, the position of

the wall zw along the radial direction sets a scale. The confinement/deconfinement tran-

sition can thus be treated also as a symmetry-breaking transition, where scale covariance

is lost. The scaling properties of dilaton spacetimes have recently become known as hy-

perscaling geometries [27, 30, 31] and have attracted attention also independently of the

confinement/deconfinement problems.
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Another class of problems where strongly-coupled models are provided by AdS/CFT

are the order/disorder quantum phase transitions where some field O acquires a vacuum

expectation value (VEV). A textbook example is the famous holographic superconduc-

tor [5–7] where a charged field condenses, breaking the U(1) symmetry, similarly to the

superconducting transition in metals. While many such systems are described by the

Landau-Ginzburg paradigm, this paradigm fails in some strongly-coupled systems. Many

variations of such models have been proposed [36–40] where a dilaton is also present, or

it is precisely the dilaton that condenses. The work [36] in particular addresses the setup

similar as in our study: a scalar which condenses in the presence of a separate dilaton

(however, explicit calculation with backreaction on dilaton and geometry was not done to

check if the confinement/deconfinement transition exists). This opens an alley to study

the interplay of the two transitions, the confinement/deconfinement transition and the

order/disorder transition.

Our idea is to explore the interplay of the two above phenomena: the confine-

ment/deconfinement transition and the condensation of an order parameter. They might

in principle be independent, or one might foster or hinder the other. Well-studied examples

of holographic superconductors [5] or superconductor-dilaton systems [37, 38] suggest that

order parameter condensation often makes the length scale in the interior decrease faster:

a charged black AdS-Reissner-Nordström black hole, which in deep interior has the AdS2

geometry of finite radius, upon condensation turns into a Lifshitz spacetime whose length

scale vanishes in the interior [4, 7]; in [29] this was interpreted as turning a fractionalized

non-Fermi liquid into a system closer to a Fermi liquid. On general grounds one also expects

that an ordered system can be expressed in terms of fewer degrees of freedom (in terms of

the fluctuations of the order parameter rather than all microscopic degrees of freedom).

We will however present an example where the opposite occurs, i.e. the formation of

a condensate destroys the soft-wall geometry and deconfinement takes place. Thus the

phase transition is not a straightforward symmetry-breaking transition: on one hand, the

condensate breaks a symmetry, on the other hand, another symmetry is restored as the

deconfinement happens. This happens because the confinement scale (the energy gap)

vanishes so scale invariance is restored. Our main interest is how this transition looks and

what is its nature. We find that the phase transition can be continuous, contrary to the

prediction of the Ginzburg-Landau theory where such transitions (where the two phases

have different symmetries neither of which is a subgroup of the other) can only occur

through phase coexistence or a first-order transition.

This has some common logic with the deconfined criticality concept of [10, 11]. Denote

the full symmetry group of the non-soft-wall geometry by G1 and its subgroup which

remains after confinement by G2. We do not know what exactly G1,2 are but generically G1

will contain some scale invariance which stems from the scaling behavior of the IR geometry,

while the confined system has a scale (the confinement gap) and thus G2 does not contain

any scaling symmetry. Denote further the symmetry group broken by the condensate

formation by H1 and its residual subgroup by H2 (in our case, we have (H1,H2) = (Z2, I)
for the neutral scalar and (H1,H2) = (U(1), I) for the charged scalar. Now in our paper

we have a transition from the confined-disordered phase (symmetry group G2⊗H1) to the
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deconfined-ordered phase with the symmetry G1 ⊗H2. We have G2 < G1 and H2 < H1 so

the critical point partly breaks, and partly restores symmetry. The same situation occurs in

deconfined criticality scenario but the detailed physics is different: at a deconfined critical

point (only at the critical point) there is an additional topological conserved quantity which

governs the transition. We will comment on this in the paper in more detail, however no

direct relation or equivalence can be established at this level. We cite the deconfined

criticality as an inspiration and possible direction of future work, not something that our

present results are directly relevant for.

Although the specific problem of how condensation of a scalar may influence the con-

finement/deconfinement transition was not studied so far to the best of our knowledge,

a lot of work was done on Einsten-Maxwell-dilaton systems in other contexts. After the

pioneering work in [3] which first drew attention to the AdS/QCD alley of research, con-

finement was studied in [32–34] and more systematically in [22, 23] with finite temperature

behavior further explored in [21]. These authors have studied a neutral Einstein-dilaton

system and have classified geometries which lead to confinement as well as the nature of the

phase transition (first-order or continuous). Charged systems have been studied in [24–27].

The non-condensed phases of our system (without the order parameter) are just a small

subset of the systems studied in [25] and we will frequently compare our case to their

general results throughout the paper. Charged EMD systems are particularly well studied

as top-down constructions regularly include charged fields. The charged case we consider

is also closely related to the dilatonic charged black holes considered in [18–20] as possible

candidates for gravity duals of Fermi liquids. The issue of a scalar condensation in the

presence of dilaton is also rather extensively studied, e.g. in [39, 40] but in these cases

the dilaton does not lead to a soft wall geometry so there is no confinement which can be

destroyed upon condensation. In [35, 37, 38] the dilaton itself is charged (i.e., a charged

scalar is coupled to the curvature) and the phenomenology was found to be similar to the

basic holographic superconductor [5].

In section 2 we give the gravity setup and explain our model. Section 3 sums up dif-

ferent solutions for the geometry, depending on the bulk mass (conformal dimensions) of

the scalar field and classifies the solutions into confined and deconfined ones. In section 4

we explain how the condensation of the order parameter proceeds and how it leads to

deconfinement, and finally construct the phase diagram of the system. In the fifth sec-

tion we study the response functions (conductivity, charge susceptibility and the retarded

propagator of the scalar field) and show how various phases and their symmetries can be

inspected from the response functions which are in principle measurable quantities. The

last section sums up the conclusions and discusses possible directions of further work. The

appendix contains a detailed description of the numerical calculations.

2 Gravity setup

We have the Einstein-(Maxwell)-scalar-dilaton system in asymptotically AdSD+1 space-

time, with or without the Maxwell sector: the metric gµν , the dilaton scalar Φ and the

(neutral or charged) scalar χ. If the system is charged, there is also the electric field Aµ
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where only the electric component A0 is nonzero (we do not consider magnetic systems).

The dilaton Φ couples to the curvature R in the string frame and is always neutral; thus

unlike the models where the dilaton (actually, a non-minimally coupled scalar) is itself

the charged field that condenses, we want the dilaton to perform its usual work, i.e. to

control the scale (and confinement). This will be crucial to study the influence of the order

parameter on the confining properties. We find it more convenient to work in the Einstein

frame where the dilaton does not couple non-minimally to the metric but to the matter

fields only. The scalar χ is minimally coupled to gravity and to the Maxwell field with

charge q (including the possibility q = 0). We now have the action:

S =

∫
dt

∫
dDx
√
−g(R− Λ + LΦ + Lψ + LEM ) (2.1)

LΦ = −ξ (∂Φ)2 − V (Φ) (2.2)

Lχ = −1

2
Z(Φ)(Dχ)2 −

m2
χ

2
χ2 = −1

2
Z(Φ)(∂χ)2 − q2

2f(z)2
Z(Φ)A2

0χ
2 − e−2A

2ξf
m2
χχ

2 (2.3)

LEM = −1

4
T (Φ)F 2 = −1

2
T (Φ)(∂A0)2. (2.4)

This is just the minimal symmetry-allowed action for these fields apart from the exponential

couplings of the dilaton. In string theory we would have ξ = 4/(D−1) but since our model

is purely phenomenological we can leave it as an arbitrary positive constant. We have

subtracted the constant piece, i.e. the cosmological constant Λ = −D(D − 1)/2 from the

dilaton potential, so the AdS solution corresponds to Φ = 0 (and χ = 0). The geometry

is AdSD+1 in the far field (UV, near-boundary) region while, with a suitable choice of

V (Φ), Z(Φ), T (Φ) it narrows into a soft wall in the interior (IR). The AdS radius is

rescaled to L = 1. The potential of the scalar is fixed to just the mass term, like in [5, 6],

as it suffices to achieve condensation (and is a consistent truncation of more elaborate,

top-down potentials). As explained in [5], the field χ, even when charged, can be made

real, i.e. its phase can be put to zero.

Now we come to the question of choosing the model, i.e. the dilaton potentials

V (Φ), Z(Φ), T (Φ). The basic picture of confinement in AdS/CFT means the dilaton po-

tential should produce a soft-wall geometry but we also want to study its interplay with

the establishment of (bosonic) long-range order and condensation. We want to engineer

the dilaton potentials so that the scalar is unstable to condensation into a hairy black hole

with χ(z) 6= 0 for some m2
χ in the soft wall background and that the soft wall dilaton is in

turn unstable to transition into a non-confining (non-soft-wall) solution upon the formation

of scalar hair. This means that, upon dialing m2
χ, we should have two possible solutions

for the scalar, χ(z) = 0 and χ(z) 6= 0, each with a different nonzero solution for the dilaton

Φ(z). The following potentials will serve us well:

V (Φ) = V0Φ
2ν−2
ν e2Φ (2.5)

Z(Φ) = Z0e
γΦ, D − 1 < γ < 2D (2.6)

T (Φ) = T0e
τΦ, τ > 2D − 4, τ2 >

(
γ +

D − 2

8

)2

+
1

D
. (2.7)
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The limitations for γ and τ follow from the requirement that the stress-energy tensor of

the EM field and also of the charged scalar field χ should stay finite and not dominate

over the components of the Einstein tensor. In top-down constructions from supergravity

the functions Z(Φ), V (Φ), T (Φ) are typically all purely exponential in Φ (or linear com-

binations of such exponentials), with fixed exponent values. In our bottom-up approach

these exponents are free parameters and by tuning these we can study the behavior we are

looking for. We have added a power-law prefactor to (2.5) for reasons of better analytical

tractability: the soft wall solution for the scale factor A(z) is simplified with this choice

for V (Φ) and at the leading order reads just A(z) = zν with subleading corrections for

z → ∞ whereas with a purely exponential V (Φ) it would have be more complicated also

at leading order. We conjecture that the phase diagram and overall behavior of the system

would be similar for V ∝ eκΦ. In a companion publication we derive our model from a

superpotential which demonstrates the stability of the system, giving legitimacy to (2.5).

The prefactors Z0, T0 merely rescale the amplitudes of χ,A0 and can be put to unity (they

have no physical meaning). Notice the case ν = 1 is special: then we get the linear dilaton

theory, the potentials V,Z, T become purely exponential and can be embedded in a super-

gravity action. Finally, the potentials (2.5)–(2.7) are the expressions in IR: near the AdS

boundary they are corrected to ensure the AdS asymptotics.

For analytical considerations it is convenient to parametrize the metric as:1

ds2 = e−2A(z)

(
−f(z)dt2 +

dz2

f(z)
+ dx2

)
, (2.8)

with the coordinates (t, z, x1, . . . xD−1), where xi are the transverse spatial coordinates, i.e.

the spatial coordinates in field theory and z is the radial distance in AdS space: the AdS

boundary (UV of the field theory) sits at z = 0 and the interior (IR in field theory) is at

z → ∞. At equilibrium, the fields are static, homogenous and isotropic, so they depend

only on z. The equations of motion read:

A′′ + (A′)2 =
1

D − 1

1

f2
T00 + Tzz =

1

2(D − 1)
Z(χ′)2 +

1

D − 1
ξ(Φ′)2 (2.9)

f ′′ − (D − 1)f ′A′ = 2

(
1

f
T00 + Tii

)
= 2e2AT (A′0)2 (2.10)

Φ′′ +

(
f ′

f
− (D − 1)A′

)
Φ′ − e−2A∂ΦV

ξf
− e2Af

2ξ
(χ′)2∂ΦZ −

e−3A

f
(A′0)2∂ΦT = 0 (2.11)

χ′′ +

(
f ′

f
− (D − 1)A′ + Φ′

∂ΦZ

Z

)
χ′ − 2e−2A

2f
m2
χχ+

q2

f2
ZA2

0χ = 0 (2.12)

A′′0 −
(

(D − 3)A′ − ∂ΦT
T

)
A′0 −

2Z

fT
e−3Aχ2A0 = 0. (2.13)

The prime denotes the radial derivative. As we have only two independent functions in the

metric, it suffices to take two combinations of the Einstein equations. Due to homogeneity

1In numerical calculations we find it convenient to use a different parametrization of the metric. Equa-

tions of motion and the description of the numerical algorithm can be found in appendix A.

– 6 –
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we have Tx1x1 = Tx2x2 = . . . = TxD−1xD−1 ≡ Tii and the off-diagonal components are zero.

The energy-momentum tensor Tµν = TµνΦ + Tµνχ + TµνEM reads

T 00
Φ = ξgzz(Φ′)2 − V, T zzΦ = T iiΦ = −ξgzz(Φ′)2 − V (2.14)

T 00
χ =

Zgzz(χ′)2

2
+
ZgzzA2

0χ
2

2
−m2

χχ
2, T zzχ = T iiχ = −Zg

zz(χ′)2

2
− ZgzzA2

0χ
2

2
−m2

χχ
2

(2.15)

T 00
EM = T zzEM = −T g00gzz(A′0)2, T iiEM = −2T g00gzz(A′0)2 (2.16)

In order to have AdS asymptotics, the metric functions must satisfy A(z → 0) = log z and

f(z → 0) = 1. The near-boundary expansion of the gauge field is of the form

A0(z → 0) = µ− ρzD−2 + . . . (2.17)

which determines the chemical potential µ and the charge density ρ. One can work either

in the canonical ensemble (fixing ρ) or in the grand canonical ensemble (fixing µ). For

our purposes it doesn’t matter much which variant we choose; in the concrete numerical

examples we always fix the chemical potential. The scalar has the near-boundary behavior:

χ = χ−z
∆−(1 + c−1z + c−2z

2 + . . .) + χ+z
∆+(1 + c+1z + c+2z

2 + . . .) (2.18)

where the leading and subleading branches χ∓ have the conformal dimension ∆± = D/2±√
D2/4 +m2

χ. In field theory, one of these is the source of the order parameter Oχ dual

to χ and the other is its the vacuum expectation value (VEV). We pick χ+ as the VEV,

so the formation of the condensate means χ+ 6= 0 for χ− = 0 — nonzero subleading

component (VEV) for zero leading (source) term. It usually turns out that the scalar

can condense for negative enough mass squared, i.e. for m2
χ < m2

BF for some bound mBF

(Breitenlohner-Friedmann bound [17]) that depends on the spacetime, i.e. on geometry;

in AdSD+1 of unit radius it is m2
BF = −D2/4. Similar asymptotics as in (2.18) hold

for the dilaton Φ when the near-boundary form of the potential starts from a quadratic

term: V (Φ(z → 0)) ∼ m2
ΦΦ2 + . . .. We tune m2

Φ above the bound for condensation

because we never consider the condensed state of the dilaton. This leaves Φ− as the

sole free parameter. Obviously, Φ− sources some field theory operator OΦ of dimension

D/2−
√
D2/4 +m2

Φ which does not condense and thus does not break a symmetry. Still, the

value of Φ− influences the bulk solution and consequently may influence the condensation

of χ or the confinement/deconfinement transition. In accordance with the main idea of the

paper, we mainly focus on the condensation of Oχ at fixed Φ and only briefly discuss the

meaning of OΦ.

In absence of the scalar χ and apart from the subleading correction in the dilaton

potential V , our system is one of the many cases of Einstein-dilaton and Einstein-Maxwell-

dilaton systems considered systematically in [25]. Our parameter values are similar to a

solution that the authors of [25] call “near-extremal case”. For each solution, we check

that the value of the parameters we use for γ, δ, ν are consistent with the Gubser criterion

for “good” curvature singularities in IR [16]. A good singularity means that, even though
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the curvature becomes infinite at z → ∞, it can be trapped by a horizon. A systematic

discussion of allowed parameter values (for purely exponential potentials) can be found

in the cited reference [25]. The exponent ν is also a free parameter with the limitation

ν ≥ 1. In numerical calculations, unless specified differently, we take ν = 2 and D = 4 for

calculations, though any D > 2 again leads to similar results. An account of numerical

calculations can be found in the appendix; the procedure is essentially iterative, repeatedly

computing the profile of the scalar χ(z) and then updating the metric and the dilaton in

the presence of χ(z).

3 Solutions in the infrared: soft-wall and AdS-like

3.1 Neutral solutions

3.1.1 No symmetry breaking

At zero temperature (which is central for studying the ground state) the space extends

to z → ∞. The authors of [23] have performed a classification of asymptotically AdS

Einstein-dilaton systems (without other fields), motivated by AdS/QCD studies. Their

results can be summed up as follows. The scale factor A(z) either has a singularity at

finite z, or at z = ∞. In the former case, the metric can be conformally equivalent to

AdS with A(z) ∼ α log z (type Ib geometry), which is never confining whereas the soft-wall

solutions with A(z) ∼ zν (type Ia geometry) are confining for ν ≥ 1. If the singularity is

to be found at finite z = zW , then the logarithmic approach A(z) ∼ log(zW − z) (type IIb

geometry) does not give confinement whereas a power-law A(z) ∼ 1/(zW − z)ν (type IIa

solution) does, for any ν.2 We have nothing to add here: our system is a special case of

the systems considered in [23], with slightly different V (Φ).

To solve our equations of motion (2.9)–(2.12), notice first that the equation (2.10) is

decoupled from all matter fields and yields the solution

f(z) = C0 + C1

∫
dze(D−1)A(z). (3.1)

A growing scale A(z) in the interior would lead to a bad singularity according to the

criterion of Gubser [16].3 Therefore, we need to suppose that A(z) is a monotonically

growing function of z, as also discussed in [23]. This in turn means that the non-constant

term in (3.1) is likewise growing, so C1 < 0 (in order to have a solution for the position

of the horizon, defined by f(zhor) = 0) and for correct AdS asymptotics C0 = 1. Now C1

is determined by the boundary condition in the interior: at zero temperature, the space is

2Let us quickly remind the reader where this comes from. The defining criterion for confinement is

that the Wilson loop operator follows the area law. The Wilson loop, defined as the potential energy of a

quark-antiquark pair separated by distance L, is holographically expressed as the action of a classical string

embedded in spacetime, with a rectangular loop at the AdS boundary with sides equal to L and the time

T . If the metric is of the form (2.8), one can plug it in into the expression for the string action and find

the action scales as e−2A(zs), where zs is a stationary point: A′(zs) = 0. From this the above conclusions

follow, bearing in mind that one may have zs →∞.
3To remind the reader, the paper [16] shows that a curvature singularity is physically meaningful if it

can be obtained as the limit of a geometry with horizon, so that the horizon hides the singularity.
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infinite so C1 = 0, f(z) = 1 as expected for a neutral system. At nonzero temperature T ,

the position of the horizon is determined by the condition f(zh) = 0.

We are left with one Einstein equation for A(z) and two Klein-Gordon-like equations

for the two scalars. It is easiest to start from an ansatz A(z) ∼ zν to get a soft wall

(type Ia) solution

A(z) = zν
(

1 +
a1

z
+
a2

z2
+ . . .

)
f(z) = 1− (D − 1)1/ν

ν

M
zν−1

e(D−1)zν , χ(z) = 0

Φ(z) =

√
D − 1

νξ

√
νz2ν + (ν − 1)zν

(
1 +

φ11

z
+
φ12

z2
+ . . .

)
+

+
ν − 1

ν
√
ξ

log
(
νz

ν
2 +

√
ν2zν + ν2 − ν

)(
1 +

φ21

z
+
φ22

z2
+ . . .

)
. (3.2)

These forms are exact as z → ∞ and the coefficients ai, φij can be found analytically

at arbitrary order in principle. We are not interested in the details of the small z (UV)

geometry, as long as enough free parameters remain that the solution can be continued

to the AdSD+1 boundary conditions. The red shift function includes the rescaled black

hole mass M, which is related to the position of the horizon as M = zν−1
h , the horizon

being determined through the transcendental equation f(4πD/T ) = 0 which we will not

explore here in detail. Importantly, the thermal solution smoothly crosses into the zero

temperature solution and all temperatures down to T = 0 are defined, which is not always

the case with Einstein-(Maxwell)-dilaton systems, see e.g. [25]. There is another solution,

however: starting from the ansatz A(z) ∼ α log z we get a type Ib solution

A(z) = α log z
(

1 +
a1

z
+
a2

z2
+ . . .

)
, α =

ξ

D − 1 + ξ

f(z) = 1− M
α(D − 1)

z(D−1)α, χ(z) = 0

Φ(z) = φ0 log z

(
1 +

φ1

z
+

φ2

z log z
+
φ3

z2
+

φ4

z2 log z
+ . . .

)
, φ0 =

D − 1

D − 1 + ξ
. (3.3)

Which of these is the ground state is to be determined by comparing the free energies, our

task in the next section (it turns out the confining solution Ia is the correct choice). These

solutions have a curvature singularity at z →∞: the Ricci scalar for (3.2) is

R = −D(D − 1)ν2e2zνz2ν−2 + . . . (3.4)

which diverges for z large but can be trapped by a thermal horizon for any finite zh so that

R is finite as zh → 0. This follows from the form of f(z) in (3.2) and makes the solution

physically meaningful.

3.1.2 Symmetry-breaking order parameter

Now consider the symmetry-broken solution with χ(z) 6= 0. If we require the physically

logical (and simplest) choice of purely exponential Z(Φ) as in (2.6), then the only way
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to satisfy (2.9) while keeping the scaling function A(z) ∼ zν is to “reduce” the dilaton,

i.e. make its growth slower than zν : otherwise, an additional source on the r.h.s. of equa-

tion (2.9) can only make A(z) grow even faster, never slower (remember the r.h.s. is the

kinetic energy of the scalar field which cannot be negative; adding a new nonzero field

cannot reduce the sum). Thus we seek for a scalar χ(z) which, when coupled to Φ(z), gives

it a logarithmic behavior Φ(z) ∼ φ0 log z. Such a solution indeed exists. We deliberately

postpone the discussion of the mechanism of the scalar instability to condensation, i.e. of

the scalar fluctuations in background (3.2) which lead to the new solution discussed in this

subsection. This mechanism (and the value of m2
χ at which it happens) will be discussed

in the next section, before constructing the phase diagram. For now we are content to

show that the solution exists. To the best of our knowledge, this kind of solution was not

analytically constructed in earlier work.

The solution is now of type IbC (Ib with condensate):

A(z) = α log z
(

1 +
a1

z
+
a2

z2
+ . . .

)
, α =

γ + 2

2γ − 2(D − 1)

f(z) = 1− M
α(D − 1)

z(D−1)α

Φ(z) = φ0 log z

(
1 +

b1
z

+
b2

z log z
+
b3
z2

+
b4

z2 log z
+ . . .

)
, φ0 =

D + 1

γ + 1−D

χ(z) = χ0z
− γφ0

2 , φ0 =
D + 1

2(γ + 2)
α =

D + 1

γ − (D − 1)

χ0 =

√
2(γ2 + 2γ + 2D2(γ + 2− 2ξ)− 4ξ −D((γ + 2)2 + 8ξ))

(D + 1)γ
. (3.5)

Interestingly, the value of ν does not appear in the solution at leading order (of course,

it does appear in the subleading corrections ai, bi). The solutions for φ0, χ0 show that we

need the condition γ > D− 1 to avoid the growing metric scale in the interior. The crucial

observation in the above discussion was that adding bosonic fields (for which T00/f
2 + Tzz

is always positive) cannot destroy the soft wall solution. We find there is no solution with

two scalars, Φ and χ, and with the couplings (2.5)–(2.6), which has a soft-wall metric

scale behavior A(z) ∼ zν . This can be seen more rigorously from the superpotential

approach. There is thus an interesting bifurcation-like behavior as the amplitude of the

order parameter field is varied: there are two competing solutions for 〈Oχ〉 = χ(z = 0) but

only one of them survives as 〈O〉 grows away from zero. Is this solution acceptable? The

curvature behaves as

R = −4α(3α+ 2)z2α−2 + . . . ∝ z
γ−2D
γ−D+1 , (3.6)

the exponent being positive precisely in the allowed interval of γ values, D − 1 < γ < 2D.

Thus we again have a singularity, and it is again a “good” singularity according to [16].

This is in line with the results of [25] for “near-extremal” solutions: acceptable solutions

are only those with a singularity; those without a curvature singularity are cosmological

solutions with an unacceptable singularity at small z.
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3.2 Charged solutions

3.2.1 No symmetry breaking

Instead of a neutral scalar we now take a charged scalar, i.e. the typical holographic su-

perconductor setting, coupled to a dilaton. The results should not depend crucially on the

spin of the charged field as long as it is integer; half-integers fields, i.e. fermions may well

behave differently as they have different pressure (spatial components of the stress tensor).

We will not analyze the fermionic case here.

For further convenience we adopt the terminology of [28, 29], used also in [27], to

roughly classify the charged solutions in terms of the charge distribution in the bulk and

how it influences the geometry. On one hand, we have (1) IR-neutral solutions where the

Maxwell contribution to Tµν is subleading so that the IR geometry is not influenced by A0(z)

in the first approximation, as opposed to (2) IR-charged solutions where A0(z) contributes

at leading order. The second criterion is whether the solution is fractionalized or coherent:

(a) fractionalized solutions are those where the charged fields do not contribute to Tµν and

thus to geometry in the IR at leading order whereas in (b) cohesive solutions they con-

tribute. In the fractionalized case the electric flux in the IR
∫
? [T (Φ)F ] is non-zero while it

is zero for cohesive solutions. The physical interpretation of the fractionalized/coherent dy-

chotomy is still unclear. The logical explanation would be that in the fractionalized case the

charge-carrying degrees of freedom are not those which are seen in the spectrum as they are

charged under the gauge group and are not seen by the gauge-neutral probe (”gauginos”),

as opposed to the gauge-neutral composite excitations of the coherent case (”mesinos”).

This interpretation suggests a close relation between the confinement/deconfinement and

coherence/fractionalization. The trouble is that many examples exist both of fractional-

ized but confined systems (the dilatonic black holes of [18–20]) and coherent but deconfined

systems (the electron star and the dilatonic electron star of [29]). While confinement is

about the behavior of the Wilson operator and the gauge field excitations, coherence is

about the emergence of stable composite gauge-neutral excitations. Examples where the

quarks emerge only after the gauge field compactifies are known in AdS/CFT [41] but the

understanding of the phenomenon is lacking. We plan to address this issue in more detail

in future work; here we will just state the fractionalization/coherence nature of our geome-

tries and comment briefly on the interpretation in the conclusions. For more information

on the general problems of fractionalization in this context see [19, 20, 27].

Let us now study the charged solutions. Notice first that a charged solution without

condensate can only exist in the presence of a charged horizon. Such a solution must be

fractionalized as none of the charge carriers have a dual VEV at the boundary. It reads

A(z) = zν
(

1 +
a1

z
+
a2

z2
+ . . .

)
f(z) = 1−M(T )e(D−1)zν +

2Q2

2ν − 3
e(τ+4−2D)zνz3−2ν

(
1 +

f1

z
+
f2

z2
+ . . .

)
Φ(z) = zν

(
1 +

φ1 log z

z
+
φ2

z
+ . . .

)
, χ(z) = 0

A0(z) = a0 −Qe−(τ−(D−3))zνz1−ν
(

1 +
a1

z
+
a2

z2
+ . . .

)
. (3.7)

Now the horizon carries the charge Q and at zero temperature M(T = 0) = 0, so
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the extremal horizon is degenerate and located at z = ∞. Again, we are not inter-

ested in the (complicated) analytical form of M(T ). The electric flux at the horizon is√
−gg00gzzT (Φ)A′0 = T (Φ)A′0 ∼ e−(D−3)zν × eτzνa1e

(D−3−τ)zν ∼ a1 which is a generically

nonzero constant for z → ∞, meaning that the solution is fractionalized. On the other

hand, it is confining, as it is of type Ia (we call it IaQ, as it has charge) and the metric

scale diminishes exponentially in the IR (we call it IaQ to emphasize it is charged). In

fact, this solution is quite similar to the top-down dilatonic black hole with two-exponent

potential discussed in [18–20]. Although fractionalized, it still confining so it fits into our

main story: deconfinement from independent symmetry breaking.

3.2.2 Symmetry-breaking order parameter

Postulating a nonzero profile for the scalar field and requiring that the scalar contributes

at leading order in the equation (2.9), we find the solution IbQC, the non-confining

charged solution:

A(z) = α log z
(

1 +
a1

z
+
a2

z2
+ . . .

)
f(z) = 1−M(T )

z(D−1)α+1

(D − 1)α+ 1
+

2Q2

zβ

(
1 +

f1

z
+
f2

z2
+ . . .

)
Φ(z) = φ0 log z

(
1 +

φ1 log z

z
+
φ2

z
+ . . .

)
χ(z) = χ0z

− γφ0
2

(
1 +

χ1

z
+
χ2

z2
+ . . .

)
A0(z) = a0 −Qz−

10+11γ+9τ
10+10γ+8τ

(
1 +

a1 log z

z
+
a2

z
+ . . .

)
, (3.8)

and the exponents read

α =
4 + 4γ + 3τ

5 + 5γ + 4τ
, β =

2τ + 3γ + 2

4τ + 5γ + 5
, φ0 =

1

4τ + 5γ + 5
. (3.9)

The charged horizon is still degenerate at zero temperature. Comparing the stress tensors

by plugging in the solution (3.8) into (2.14)–(2.16), we easily find that TEM � TΦ, Tχ for

z → ∞, so according to the criterion of [25] the solution is IR neutral. Being of type

Ib (we denote it IbQC, as it is charged and has the condensate), it is not confining, and

the IR flux is z
−2− 9γ+5τ+8

10+10γ+8τ which goes to zero for z → ∞ since γ and τ are positive

and all the coefficients in both numerator and denominator of the exponent are positive.

The solution IbQC is thus coherent and deconfined. On one hand, the fact that the non-

condensed solution IaQ is fractionalized while the condensed solution IbQC is coherent is

perfectly logical, since in the non-condensed case all the charge is on the horizon, whereas

in the presence of the condensate it carries all the charge. The fact that the fractionalized

solution is confined and the coherent one is deconfined may sound strange; e.g. in [27] the

intuition is expressed that confined solutions should be coherent. But as we have already

commented the zoo of field theories in gauge/gravity duality offers many counterexamples.

At least, one expects that the coherent nature of the systems shows up as poles, i.e. bound

states in the bottom half-plane of complex-frequency response functions of matter fields
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(the scalar χ), independently of the presence or absence of confinement. We will check this

in section 5.

Can we get a soft wall with charged condensate? We were unable to find such a

solution either analytically or numerically. The conclusion is again that the competition

of two scalars (dilaton and order parameter) destroys the confining solution. Of course,

by adjusting the potentials V,Z, T we could get many different phase diagrams but in

the present model there is a strict competition between the soft wall and the condensate.

Finally, the singularity properties of both charged solutions are analogous to the charge-

neutral case: the singularities exist but are physically allowed.

3.3 Resume of the geometries

We have found five solutions: Ia, Ib, IaQ, IbC, IbQC. Only two of them compete in the

same regime, Ia and Ib, and the preferred solution has to be found by computing the energy.

Geometries Ia, IaQ are confined whereas Ib, IbC, IbQC are deconfined. Among the charged

geometries, IaQ is fractionalized whereas IbQC is coherent, and both are IR neutral. In

figure 1 we plot the metric functions A(z), f(z) and the bulk profile of the dilaton and the

scalar field Φ(z), χ(z) at zero temperature, at zero chemical potential in the panel (A) and

at finite chemical potential in the panel (B). The most obvious feature of the solutions is

the sharp exponential fall-off of the scale factor e−2A for soft-wall geometries versus much

slower fall-off for deconfined solutions where the blue curve e−2Az2 is almost flat, i.e. the

solution behaves almost as AdS in the IR. This is logical, as the volume in the IR counts the

degrees of freedom of the low-energy excitations; at low enough energies, such excitations

are completely absent in the confined phase. In fact, as can be seen from the analytical

form of the solutions (3.5), (3.8), the factor e−2A in the deconfined phase behaves as a

power law just like in AdS, only with a different power. In [25, 27, 30, 31] such geometries

are classified in terms of hyperscaling exponents, where the time, space and energy (i.e.,

radial distance in AdS) are each scale-covariant but with different exponents. It turns out

these three exponents can be described by combinations of two parameters, the Lifshitz

exponent ζ and the hyperscaling violation exponent θ; if θ = 0 the geometry obeys the

hyperscaling whereas for θ 6= 0 it is hyperscaling-violating. For a Lorentz-invariant system

we have ζ = 1; values different from unity mean that the dispersion relation is nonlinear

and the Lorentz invariance broken. The neutral deconfined geometries (3.3) and (3.5) have

ζ = 1 but the hyperscaling exponent is nontrivial and reads θ = D(1 + α). The charged

version (3.8) has both exponents nontrivial (ζ > 0 6= 1 and θ 6= 0). Note that the ζ < 0

case is hard to interpret physically and thus we have checked that all of our geometries

have ζ > 0.

4 Phase diagram and thermodynamics

We will consider the ground state of our system as a function of the parameters and

external sources of the theory. Parameters of the theory are the exponents ν, τ, γ and

the conformal dimension (bulk mass) ∆χ. The ranges of the allowed values of ν, τ, γ are

chosen in such a way that the dependence on their values is smooth and unlikely to lead to
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(A) (B)

Figure 1. (A) The metric functions e−2A(z)z2, f(z) (blue, red) and the bulk fields Φ(z), χ(z)

(magenta, orange) in the confined regime (geometry Ia, full lines) and in the deconfined regime

(geometry IbC, dashed lines). The blue line corresponds to the ratio of the scale factor in our

system and the AdS scale factor 1/z2. The confining regime has a soft wall in the IR and its IR

scale falls practically to zero already at z ∼ 3. (B) Same as the previous figure but for the charged

field at the chemical potential µ = 1; now we plot also the gauge field A0(z) (green). The basic

phenomenology is the same as in (A): the soft wall broadens and the scale factor e−2A has no

characteristic scale zW at which it falls off rapidly. The plots are in D = 4 and the parameter

values are ν = 2, γ = 4 (both A and B), and τ = 5 for the charged case (B). For the neutral case

we pick m2
χ = 1/4 and m2

χ = −1/4 whereas for the charged case we have m2
χ = 8 and m2

χ = 4.

phase transitions; furthermore, these exponents characterize the running couplings in field

theory, which include also the information at different energy scales and probably cannot be

realistically tuned. Therefore, the dependence of the thermodynamic quantities on ν, τ, γ

will not be explored. The typical procedure in holographic superconductor literature would

be to tune ∆χ = D/2 +
√
D2/4 +m2

χ as a proxy for coupling strength in field theory, and

this is what we shall do. The requirement for condensation fully fixes the solution χ(z),

as we remind below, and we have no sources for Oχ. However, there is one free parameter

in the theory at fixed parameter values: the operator OΦ dual to the dilaton in the UV.

Therefore, the phase transitions are driven by dialing the scaling dimension ∆χ and the

expectation value of the operator OΦ dual to the dilaton. When not explicitly stated, we

will assume a fixed OΦ and study the phase transitions as a function of ∆χ.

4.1 The condensation of the boson at T = 0

We expect that at some ∆χ = ∆c the neutral bosonic operator Oχ acquires a nonzero

expectation value. As we know [5], the expectation value in field theory is given by the

subleading term in the UV expansion (2.18) at zero source term

〈Oχ〉 = χ+|χ−=0. (4.1)

One can also consider an alternative quantization where the VEV is given by χ−, provided

both terms are normalizable, but we will stick with the standard quantization. At this place

one should differentiate between the neutral and the charged case. In the neutral case, no

continuous symmetry is broken and the phase transition is more akin to nucleation, where
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the oscillating modes of the scalar add up to a significant perturbation which eventually

changes the metric. Whether the oscillations are strong enough or not to lead to a new

ground state in principle depends on the parameters of the system. The charged case

is expected to be simpler: here, the instability is supposed to be rooted in the Higgs

mechanism which breaks the U(1) symmetry, and one expects this to happen for any

charged scalar (independently of the m2
χ value). The charged scalar is thus expected to

always condense at T = 0, at least in absence of the dilaton. In the presence of the dilaton,

things can become more complicated, as we shall see.

4.1.1 The neutral case

The critical value of the conformal dimension4 ∆c can be related to the violation of the

Breitenlohner-Freedman (BF) stability bound in the interior. To remind, the idea is to

rewrite the Klein-Gordon equation for the scalar with energy ω as an effective Schrödinger

equation for the rescaled scalar χ̃(z) = χ(z)/B(z) with energy ω2:

χ̃′′ − Veff(z)χ̃ = −ω
2

f2
χ̃(z) (4.2)

and the effective potential

Veff =
e−2A

f
m2
χ −

B′

B

(
f ′

f
+
∂ΦZ

Z
Φ′ − (D − 1)A′

)
− B′′

B
, (4.3)

where the rescaling factor is

B(z) =
e−

D−1
2
A − ∂ΦZ

2Z Φ
√
f

. (4.4)

If the energy of χ becomes imaginary, i.e. the Schrödinger energy ω2 becomes negative,

it means there is an exponentially growing mode which likely signifies an instability, and

the scaling dimension becomes complex [17]. In the Schrödinger formalism, it means that

χ̃ forms a bound state. We are not allowed to violate the bound in the UV, to prevent

violating the AdS asymptotics assumed in the gauge/gravity duality, but an instability in

the interior is perfectly allowed and signifies the change of IR physics, i.e. of the field theory

ground state. In AdS-RN background, the instability of the neutral scalar is given simply

by the BF bound of the near-horizon AdS2, which equals −1/4 [5, 8]. We do not have a

near-horizon AdS region and there is no simple formula for the critical mass (dimension)

m2
c (∆c) but the logic is the same: we are looking for complex energies, i.e. bound states

in the Schrödinger formalism.

In geometry Ia the effective potential reads

Veff = m2
χe
−2zν − (D − γ − 1)ν(ν − 1)

2
zν−2 +

(D − γ − 1)2ν2

4
z2ν−2 (4.5)

which is positive and growing to infinity at large z. For any bound states to exist, we need

to have a sufficiently deep and broad potential well below zero energy, i.e. the potential

4We will use the conformal dimension ∆χ and the bulk mass squared m2
χ interchangeably as they are

uniquely related to each other through ∆χ = D/2 +
√
D2/4 +m2

χ.
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needs to grow to infinity also on the “left-hand side”, for small z, and fall sufficiently low

in-between. Now we remember that for z → 0 the potential certainly goes to positive

infinity because m2
χ > −D2/4 (i.e., we do not want bound states in the far UV region,

sitting at z → 0). Now the question is what the potential looks like for some intermediate

z1 which is still large enough that the IR solution (geometry Ia) is valid. Assuming that

z1 ∼ 1, this depends on the combination m2
χ− (D−γ− 1)ν(ν− 1)/2 + (D−γ− 1)2ν2/4 —

the second and third term are both positive, and the question is whether there is a value

of m2
χ > −D2/4 which is nevertheless sufficiently negative to make Veff negative. This is

obviously a question of numerical calculation but we can see that for γ = D − 1 + ε for

ε small the second and the third term in (4.5) have practically zero coefficients and not

too large |m2
χ| suffices to push Veff below zero in some interval. We conclude that we can

expect a BF-type instability at some critical m2
c . We have seen this means the geometry Ia

is modified, presumably into IbC, and at finite m2
c , analogously to the neutral holographic

superconductor in AdS-RN [5, 8].

Having shown that there is indeed a mechanism for the condensation of the order

parameter in the soft-wall regime, we should also check if the geometry IbC is stable in the

presence of the condensate. In geometry IbC the effective potential is:

Veff = V∞ +
m2
χ

z2α
+
κ(κ+ 1)

z2
(4.6)

where κ = (D−1)α+γφ0

2 and V∞ is a z-independent constant. The inverse square term is

always positive and the power of the mass term varies between −∞ for γ → D − 1 and

−2 for γ = 2D (we see this from the expressions for α, φ0 in (3.5)). Thus the 1/z2 term

dominates at large z for the allowed values of γ (from (2.6)) and approaches zero from

above as z → ∞; this means the potential approaches the constant V∞ from above. This

in turn means there is no room for bound states — the potential in the UV is positive and

decaying and never falls below zero.5 Therefore, the geometry IbC is stable in the presence

of the scalar. Numerical plot of the potential in figure 2 confirms the above discussion. In

the panel (A) there is a potential well with bound states for all masses below some m2
c ∼ 6

which is thus the critical value for the condensation. In panel (B) the well turns out too

shallow to allow the formation of bound states: the geometry is stable. All curves are for

m2
χ ≥ −D2/4 as for this value there is a potential well near z = 0 and the outer AdS region

becomes unstable.

In the numerical calculation, we shoot for the solution of a two-point boundary value

problem which satisfies the boundary condition (2.18) for χ at the AdS boundary and the

expected asymptotics for χ(z) from (3.5) in the interior. We do this as a part of the complete

calculation (with backreaction on geometry, see the appendix). In this way we can find

the dependence of the VEV 〈Oχ〉 on the conformal dimension ∆χ. In figure 3(A), the blue

curve jumps at the transition, signifying that the transition is of first order. This is different

from the infinite-order BKT-type (stretched-exponential) scaling laws found in [5, 8] for

5This picture changes for γ > 2D — then the mass term dominates for z → ∞ and for negative mass

squared it forms a potential well. But in our model one always has γ < 2D so we do not explore this case

in detail.
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(A) (B)

Figure 2. The effective Schrödinger potential Veff(z) defined by (4.3) for a range bulk masses

(conformal dimensions) m2
χ = 6, 2, 0,−2,−4 (blue, magenta, red, pink, orange) and D = 4, ν =

2, γ = 4. The instability corresponds to bound states, i.e. existence of a sufficiently deep and

broad potential well. In (A), we can fit a bound state for all masses shown, for the last one just a

single bound state, thus m2
c ∼ 6 corresponds to the BF bound. For such masses, the geometry will

remorph and we will enter the condensed phase. This phase is stable, as in (B) the potential well

is too shallow to accommodate a bound state. Notice that for m2
χ = −4 the potential develops a

well in the outer region, i.e. this is the BF bound for AdS5.

a neutral scalar in AdS-RN background because the BKT scaling originates in so-called

Efimov states in the IR which depend on the details of the potential for the scalar [8]

and would require a fine tuning of the dilaton potentials too. First-order transition is not

unknown even for a charged scalar if it is non-minimally coupled to the metric [37, 38].

We also expect the condensate to vanish at higher temperatures, a case which we find

too difficult for analytical work so we limit ourselves to numerics. The result is shown in

figure 3: there is again a jump at the critical temperature.

4.1.2 The charged case

The charged problem can usually be understood as the textbook Abelian-Higgs instabil-

ity where the gauge field develops an effective mass term |χ|2A0 and the mass of the

scalar is effectively negative as it acquires a correction −g00A2
0, leading to instability and

condensation. Without dilaton, in AdS-Reissner-Nordstrom background, this correction

to the scalar mass grows fast enough near the horizon to produce an instability even at

positive m2
χ [9]. For our system the equation for the charged scalar in IR geometry IaQ

(eq. (3.7)) reads

χ′′ − ν(τ + 3− γ −D)zν−1χ′ − e(τ−2D+2)zν

ξ

(
m2
χ − ξa2

1q
2z2ν−2e(γ−τ)zν

)
χ = 0 (4.7)

Now the negative correction to the effective mass of the scalar may grow or diminish as

z → ∞, depending essentially on the sign of γ − τ . If γ > τ the correction dominates

the bare mass term and we always have a mode growing at z → ∞ but if γ < τ it is

subleading and does not influence the behavior of χ(z → ∞) at leading order. Looking
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Figure 3. (A) Expectation value of the scalar 〈Oχ〉 as a function of temperature for m2
χ = −2, for

the neutral scalar (blue) and the charged scalar with q = 1 (red), in D = 4 and for ν = 2, γ = 4; for

the charged scalar τ = 5. The neutral scalar has a first-order quantum phase transition and its value

jumps from zero, whereas in the charged case the quantum phase transition shows a continuous

BKT-like exponential form exp
(
− (Tc − T )

−1/2
)

. The unit of temperature is Tc — the critical

temperature for the charged case. In (B) we zoom-in near the critical temperature for the neutral

case to make it obvious that there is a jump.

at our conditions (2.5)–(2.6), we see this is always the case. Naively, one may guess that

the critical value is m2
c = 0 but since our analysis ignores all subleading terms one should

check numerically (numerics confirms that this is indeed the critical value, see the phase

diagram in figure 7). Amusingly, the scaling with temperature and conformal dimension is

now consistent with the BKT-like form:

〈Oχ〉 = const.× e
− 1√

−m2
χ . (4.8)

Although the numerical fit to the e−1/(−m2
χ)n law with n = 1/2 is good, we cannot exclude

the possibility that the exponent n weakly depends on ν and that it is not exactly 1/2; we

have no analytical estimate for n. The condensate formation is now, strictly speaking, not

a consequence of the coupling with the gauge field at all (remember the term q2g00A2
0 is

now exponentially suppressed) but merely the consequence of growing modes for negative

scalar mass. Thus the mechanism is essentially the same as for the neutral scalar and

the fact that the neutral scalar undergoes a discontinuous transition reminds us that the

details of this process depend sensitively on the IR geometry. The temperature scaling is

of the same form as the scaling with m2
χ (4.8) and is shown as red points in figure 3.

4.2 Free energies and phases at zero temperature

Now that we have explained the instability that seeds the condensation, we will compute

the free energy (on-shell action) of the system as a function of ∆χ and T , to study the

order of the transition and the full phase diagram. We thus need to evaluate (2.1) on-shell

for solutions Ia and IbC: F =
∫
dDxL|Ia,IbC + Fbnd. The boundary terms are given by

Fbnd =

∮
bnd

√
gind(−2K − λ− 1

2
A0A

′
0 − χ2 − 2ΦΦ′), (4.9)
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Here, gind is the induced metric at the boundary, K is the trace of the extrinsic curvature,

λ is the boundary cosmological constant, and the remaining terms come from the gauge

field, the scalar and the dilaton. The counterterm for the scalar is in accordance with

our choice that χ+ is the VEV; had we chosen χ− for the VEV the counterterm would

be −2χ′χ, analogous to the situation for the dilaton. The comparison of free energies is

best done numerically but even analytically we can draw some conclusions. Let us first

consider the quantum phase transitions as a function of ∆χ at fixed Φ− and discuss the

free energies at zero temperature.6 Our analytical solutions are only valid in the large z

region, whereas for smaller z they cross over into the AdSD+1 forms, so the radial integral

in (4.9) goes from some z1 ∼ 1. The difference between the energy of the solution Ia (we

will show numerically it is indeed preferred to Ib) and IbC is

FIa −FIbC ∼ χ2
+z

2∆χ +

∫ ∞
z1

dz
[
(D2 −D)z−(D−1)α + χ2

0m
2
χz
−γφ0 + . . .

]
. (4.10)

The difference in free energies at leading order has terms proportional to the squared

amplitude of the order parameter (in the UV — χ−, i.e. 〈Oχ〉 and in the IR — χ0) but also

a χ-independent term (coming from the Ricci scalar and cosmological constant terms in

geometry IbC) so we expect that the transition, determined by FIa−FIbC = 0 generically

happens at nonzero amplitudes 〈Oχ〉, χ0 and we can exclude a continuous transition. This

is again in line with the discreteness of the symmetry broken and the discontinuous nature

of the transition. On the other hand, for the charged geometries IaQ and IbQC there is

also the boundary contribution A0(z → 0)A′0(z → 0) so

FIaQ −FIbQC =
µ(ρIaQ − ρIbQC)

2
+ χ2

+z
2∆χ −

∫ ∞
z1

dzz−(D−1)αχ2
0(4 + 7γ)2 + . . . (4.11)

Now there is no χ-independent term and the dominant terms in the energy difference are

proportional to the squared amplitude of the condensate, or to the difference in charge

densities ρIaQ−ρIbQC which, according to the Gauss-Ostrogradsky theorem, also has to be

proportional to the bulk density of the charged field, q2χ(z)2. Therefore, one can expect

that the energy difference grows from zero at 〈Oχ〉 = 0, as in a continuous phase transition.

We have assumed that the chemical potential is kept constant across the transition (grand

canonical ensemble). Now we will check our conclusions numerically.

First of all let us show that the confined solution is indeed the ground state in absence

of the condensate. In figure 4(A) we plot the on-shell action of the solutions Ia (3.2) and

Ib (3.3) and we see that Ia indeed always has lower energy — the system is confining.

Now consider the free energies as functions of m2
χ and the temperature. In figure 4(B) we

compare the free energies as functions of the conformal dimension for the neutral system

and confirm the discontinuous nature of the transition: the curves have different derivatives

at the transition point. Here we also scan for different values of the source Φ−, which

change the value of the transition point ∆χ but, importantly, do not introduce new phases.

This is easily understood from the discussion in section IV.A.1 and also from eq. (4.10).

Dialing Φ− influences the matching between the solutions in the UV and the solutions in

IR without introducing new IR solutions, so we are still left with the choice between Ia

6At T = 0 the free energy is just the total energy E of the system, since F = E − TS. For simplicity of

notation, we will still call it F just like the finite temperature case.
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Figure 4. (A) Free energy at zero temperature as a function of the scaling exponent ν in the absence

of condensate, for geometry Ia (confining, blue)and Ib (nonconfining, magenta). Obviously the soft-

wall geometry always has lower free energy, thus it is always preferred: in absence of condensate

we have a confining soft wall. The units on the vertical axis are arbitrary. (B) Free energy at zero

temperature as a function of the bulk mass m2
χ for geometry Ia (confining, no condensate, blue)

and for geometry IbC (nonconfining, with condensate, red). Both solutions exist before and after

the critical point, where their energies F (m2
χ) intersect at finite angle, thus the phase transition

is of first order. The solid, dashed and dotted lines are from three different values of the source

Φ− = 0.1, 0.2, 0.5 — the source shifts the location of the transition but does not change the behavior

qualitatively. The free energy is in computational units and the parameters are ν = 3/2, γ = D = 4.

and IbC. Concerniing the scalar condensation, different values of Φ− reshape the effective

potential, influencing the point z1 where the geometry crosses over to the IR asymptotics

and thus the width of the potential well, so it starts supporting bound states for different

values of m2
χ. Finally, the free energy difference depends on the IR quantities φ0, χ0 which

are determined by the matching to the UV solution. Their values influence the location of

the transition point but not the nature of the transition.

For the charged case the free energy is given in figure 5. The transition is now con-

tinuous and the zoom-in near the origin clarifies that the critical point lies at m2
χ = 0.

Interestingly, the three values of the OΦ source now all give the same critical point, at zero

mass squared. The curves for different values of OΦ only differ in the deconfined phase,

with nonzero 〈Oχ〉, and coincide as long as no condensate forms. At first, this may sound

strange. However, a look at the effective potential (4.7) shows that the negative term is

now exponentially growing at large z and thus the potential well is always in the deep IR

region, rather than in the middle as in the neutral case (figure 2). It is thus understandable

that it is not affected by the matching to the UV solution with given Φ−.

We have already established that our confinement/deconfinement transition may be

of continuous or discontinuous nature. Both cases are in principle known even in field

theory, and all the more so among the many condensed matter systems where some kind

of fractionalization picture is appropriate.

4.3 Finite temperature thermodynamics

At finite temperature, the free energy is still the value of the on-shell action but the radial

integration now terminates at finite zh. In the leading term of the action in geometry Ia,
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Figure 5. Same as in figure 4(B) but for the charged order parameter with q = 1 (A), with

a zoom-in near m2
c = 0 (B). The new solution with condensate branches off smoothly and with

continuous first derivative, thus the phase transition is continuous. It is consistent with BKT-like

scaling e−1/
√

∆2
c−∆2

. The three values of source (solid, dashed, dotted lines, same as in the previous

figure) leave the critical point m2
c = 0 invariant and only influence the deconfined, condensed phase.

The free energy is in arbitrary units and τ = 6.

which stems from the dilaton potential:

FIa ∼ −V0

∫ zh

z1

dz
e−(D−3)zν

z2
+ . . . (4.12)

we need to perform the radial integration from the crossover-to-AdS-scale z1 to the horizon

zh and expand the result about zh. Therefore, we integrate from “deep IR” at zh to “the

UV of the IR”, i.e. the location where the geometry crosses over to the asymptotic AdSD+1.

Clearly, the integral is dominated by the exponential term and our free energy scales as

F(T → 0) ∝ 1

z2
h

Γ2−1/ν((D − 3)zνh) ∼ const.× e−
D−2
Tν T 3−ν (4.13)

where the power-law correction T 3−ν is in fact unimportant (we don’t consider D < 3 so

the exponent −(D − 2)/T ν is always negative) and the free energy has an extremely slow

growth at low T . Clearly, the entropy S = ∂F/∂T is zero at zero temperature, and is

extremely low at low T (much smaller than for any system with the scaling F ∼ T x for any

power x). Thus the effective number of the degrees of freedom is much reduced because of

the confinement. The same scaling is obtained for the charged case.7 At high temperatures

(compared to the confinement gap) we can expand the action in 1/T and get

F(1/T → 0) ∝ Γ(1− 1/ν)

z2
h

∼ const.× T 2, (4.14)

the quadratic behavior of the free energy and the linear behavior of entropy characteristic

of Fermi liquids.8 This result was found for a dilatonic black hole in [18] and our system

7One may wonder whether this slow growth of entropy can actually be observed. It is possible that

any amount of disorder in the system would make the entropy significantly larger. At least theoretically,

however, an exponentially slow growth is not unusual in dilatonic setups, see e.g. [21].
8For high temperature we get T ∼ 4πD/zh but this is not en exact relation and is not even close at low

T (unlike the textbook Schwarzschild or RN black hole without the dilaton).
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Figure 6. Temperature dependence of the free energy F(T ) for the charged system in the confined

phase (m2
χ = 4), for µ = 1, ν = 2, γ = 4, τ = 6. The dashed and the dotted black lines are the

analytical estimates (4.13), (4.14) for the confined phase. In (A) we cover a broad range of temper-

atures, showing both the low-temperature regime with the scaling (4.13) and the high-temperature

regime (4.14). In (B), we zoom in at low temperatures, showing the very slow growth of free energy

and entropy. The analytical estimates for the low-temperature scalings are determined only up to

the UV contribution, which was assumed approximately constant and was fit to the numerics.

behaves similarly at high temperatures (in fact, our confined charged system only differs

from it by the choice of the dilaton potential, which likely influences the low-temperature

behavior but not the high-T asymptotics). Even though we have no fermions in the system,

the quadratic scaling is perhaps not so surprising: one may expect it in any confined system,

where only the gauge-neutral bound states are observable. Notice, however, that at high

temperatures we expect a dimensional scaling to take place

In the deconfined phase, the exponential scaling is gone and we have a simple scaling

law for both low and high temperatures:

F(T ) ∝ z−(D−1)α
h ∼ const.× T x. (4.15)

For high temperatures the exponent is x = (D − 1)α; for low T the relation T (zh) is

complicated but behaves as a power-law, so F still scales as a power law of the temperature.

This anomalous power law for all temperatures is precisely in line with the hyperscaling-

violating nature of the system: the metric has power-law scaling and has no sharp scale

where low-T regime cross over to high-T regime. These findings are illustrated in figure 6,

where we plot the numerical calculation of F(T ) together with analytical scaling laws for

the confined system. We have chosen a large and positive scalar mass m2
χ = 4 to avoid the

phase transition to the condensed deconfined system, since the purpose of the figure is to

study the different scaling regimes in the same phase, not the phase transition (which is

discontinuous in T for the neutral system and of infinite order in T in the charged system,

same as the scaling with m2
χ). Notice that the analytical estimates (4.13)–(4.15) are only

the IR contribution, and the true free energy is obtained by adding the UV contribution,

which is fit as a constant in figure 6 (assuming that the T -dependence in the UV is weak,

though in reality it is certainly not strictly constant).
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4.4 Structure of the phase diagram

We are now in position to construct the whole phase diagram. The phases are the same

both for the neutral and for the charged case, except that the critical line is of different

nature (first-order and smooth, respectively). The phase diagram is sketched in figure 7.

For small enough conformal dimension ∆χ and temperature T , the scalar condenses and the

system deconfines, restoring the scale invariance at low energies. As the temperature rises,

the long-range order of the scalar is lost and we are back to the confined regime. This shows

our main point — the confinement/deconfinement transition is triggered by the long-range

order of O. What does this mean symmetry-wise? On one hand, the condensation of O

certainly breaks a symmetry — Z2 (neutral) or U(1) (charged). But on the other hand the

deconfinement restores a symmetry: as we have explained, the deconfined geometries are

anisotropically scale-covariant (hyperscaling), of the form ds2 = z−2κ(−f0z
−ηdt2 + dx2 +

f−1
0 zηdz2). In absence of charge (f0 = 1, η = 0), all coordinates in field theory can be

rescaled as xµ 7→ λxµ though the energy (dual to z) scales differently (this is sometimes

called generalized conformal symmetry, [25]). With nontrivial f the scaling exponent is

different along different axes but there is still some invariance to dilatatons (rescaling of

coordinates). At the same time, in the soft-wall case with ds2 ∝ e−2zν there is no scale

invariance at all. Overall, neither phase is more symmetric than the other: denoting the

symmetry group of the scaling system in field theory by G1, we expect it to be broken in

the confined phase down to some subgroup G2 < G1, while the symmetry of the scalar

(Z2 or U(1)) is fully broken in the deconfined phase. Since we have a bottom-up model

we don’t have the explicit form of the field theory Lagrangian and so we cannot fully

determine G1,2. Both certainly include the spacetime translations and rotations and G1,

as discussed, contains also dilatations. In special cases, e.g. when the field theory is N = 4

super-Yang-Mills, it will be the full conformal group and the deconfinement will be the

restoration of the full conformal symmetry. In any case, the symmetry at the critical point

changes like

G2 ⊗ Z2 7→ G1 ⊗ I, G2 ⊗U(1) 7→ G1 ⊗ I. (4.16)

The neutral case where the phase transition is discontinuous could be related to the Landau-

Ginzburg theory which generically predicts that in such situations, when no overall sym-

metry reduction occurs, the two phases can be separated by a first-order transition or by

a finite area of phase coexistence. But the charged case where the transition is contin-

uous is of non-Landau-Ginzburg type. This case in particular resembles the concept of

deconfined criticality proposed as an explanation for the physics of some strongly coupled

quantum critical points in D = 3 [10, 11]. We would like to understand how one could

probe such phase diagrams in nature, having in mind the handicap that in a bottom-up

gauge/gravity model we do not know the explicit form of the action to directly inspect

the symmetries of different phases. We would also like to gain a better knowledge of the

confinement/deconfinement transition itself: we cannot directly identify the gauge-charged

and gauge-neutral degrees of freedom but we can detect the existence of bound states in

the confined phase and explore their dispersion relation, a technique particularly used in

AdS/QCD, where the quark confinement is recognized from the linear scaling of bound
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Figure 7. Phase diagram in the ∆χ–T plane for the charged scalar. Blue dots denote the numerical

results for the onset of the condensation of the scalar; the line is just to guide the eye. The

condensed/deconfined phase (geometry IaQ) is located to the left and below the boundary line;

the rest is the non-condensed/deconfined phase (geometry IbQC). For the neutral case the phase

diagram is similar. The key finding is that the deconfinement transition coincides with the onset of

the long-range order. The vertical black line denotes the BF bound for AdS5.

state masses, mn ∝ n [22, 32–34]. We can also look for the signs of symmetry breaking in

the response functions. Bound states can be detected in this way too, since they manifest

as poles of correlation functions in the imaginary half-plane, separated from the possible

quasiparticle peak by a gap (the binding energy).

Finally, one should have in mind that at very high temperatures it is possible that both

confined and deconfined solutions (i.e., all the solutions we have considered) give way to the

solution with zero dilaton profile, i.e. the system becomes just a (neutral, Schwarzschild or

charged, Reissner-Nordstrom) black hole, as pointed out in [39, 40]. This depends on the

parameters of the dilaton potentials; for some values such solutions exist and for some not.

We have not checked the existence of this regime explicitly and will not consider it; it is not

relevant for the low-temperature and zero-temperature phase transitions we consider here.

5 Response functions and bound states

5.1 Definition and equations of motion

In this section we will try to understand better the nature of different phases by computing

the electric AC conductivity σ(ω, k = 0) and charge susceptibility ξ(ω, k) of our system

as well as the retarded propagator GR(ω, k) of the order parameter Oχ, in particular by
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looking at the bottom half of the complex frequency plane where one can find the poles

corresponding to the bound states typical of confined systems. In this section we consider

the T = 0 case as we are interesting in the properties of the ground state (and its excitations

encoded in the pole structure), not the finite-temperature fluctuations. According to the

basic dictionary (e.g. [4]) the conductivity, as the response of the current to the imposed

(transverse) electric field, is proportional to the ratio of the source and VEV terms of the

fluctuation of the spatial component of the bulk electromagnetic field:

δAx(z;ω, k) = δA(0)
x + δA(1)

x z + . . . , σ(ω, k) =
1

ıω

δA
(1)
x

δA
(0)
x

+
1

ıω
R(ω, k), (5.1)

where R(ω, k) is the regulator connected to the boundary counterterms in the action.

Without entering into detailed discussion, we can quote that in D = 3 no regulator is

needed (R = 1) whereas in D = 4 we have R = k2 − ω2 [9]. Charge susceptibility is the

response of the charge density to the applied electric field, and therefore can be computed

analogously from the fluctuation of A0:

δA0(z;ω, k) = δA
(0)
0 + δA

(1)
0 z + . . . , ξ(ω, k) =

δA
(1)
0

δA
(0)
0

=
δρ

δµ
, (5.2)

so the susceptibility can be interpreted as the ratio of the charge density fluctuation and the

fluctuation in chemical potential. The conductivity mainly makes sense at zero momentum

(in the absence of a lattice) whereas susceptibility can also be considered as a function

of momentum, to study the spatial modulation of the charge density, as in [42]. The

equations of motion are really the variational equations from the action (2.1)–(2.4) about

the equilibrium solutions A0(z;ω, k) and Ax(z;ω, k) = 0:

δA′′x −
(

(D − 3)A′ − ∂ΦT
T

Φ′
)
δA′x −

(
ω2

f2
− k2

f
− 2q2e−3A

fT
χ2

)
δAx = 0 (5.3)

δA′′0 −
(

(D − 3)A′ − ∂ΦT
T

Φ′
)
δA′0 −

(
ω2

f2
− k2

f
− 4q2e−3A

fT
A0χ

2

)
δA0 = 0. (5.4)

Even though the fluctuations δA0, δAx are coupled to the fluctuations of the metric, we

do not consider the full system of fluctuation equations here. For a charged system, this

amounts to working in the limit of large charge, where the probe barely has any influence

on the system.

Finally, to study the symmetry breaking we explore also the fluctuation of the scalar

field δχ which determines the retarded propagator GR(ω, k) of the field O in field the-

ory. According to the dictionary, the retarded propagator is again the ratio of the lead-

ing boundary components, χ−/χ+, of the fluctuation ∆χ(z;ω, k) which satisfies exactly

the same Klein-Gordon equation (2.12) as the equilibrium solution, only at finite energy

and momentum:

δχ′′+

(
f ′

f
− (D − 1)A′ − ∂ΦZ

Z
Φ′
)
δχ′−

(
ω2

f2
− k2

f
+
e−2A

f
m2
χ −

q2

f2
eτΦA2

0

)
δχ = 0. (5.5)

Unlike the BF bound calculation, we are not exclusively interested in the case when the

energy ω is pure imaginary but will consider general values of energy (with non-positive

imaginary part, since the poles in the upper half-plane are forbidden).
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5.2 Effective Schrödinger equation for the response functions

It is well-known (e.g. [43, 44]) that the IR behavior of the effective Schrödinger problem for

various quantities like (5.3), (5.4)(5.5) is related to the energy scaling of the corresponding

response functions in field theory, defined as the ratio of the leading and subleading com-

ponent of the bulk field in the boundary. The aforementioned references study the case

when the equation can be written in the form A′′x − V (z)Ax = −ω2Ax (and similarly for

any other field instead of Ax) with V (z) ∼ 1/z2 in the IR. The inverse-square potential is

famous for allowing a conformal-invariant solution, and simple scaling arguments together

with flux conservation lead to the conclusion that the z-scaling of the solutions to the

Schrödinger equation in IR determines the ω-scaling of the response function (essentially,

the solution is a function of ωz only, and since the flux must be conserved (z-independent)

it is also ω-independent, which relates the scaling with z to the scaling with ω). In our

problem, even in the deconfined case with no soft wall, the behavior of the potential is

in general different from 1/z2, and no quantitative results on the frequency scaling can

be drawn. We can, however, decide if the spectrum is gapped or continuous, and if the

gaps are “hard” (zero spectral weight of the response function) or “soft” (exponentially

suppressed nonzero weight).

As the charge susceptibility in dilaton systems was never studied so far, we give a

more detailed analysis of the effective potential. The equation (5.4) can be recast as a

Schrödinger problem with an effective potential

Veff(z;ω, k) = −ω
2

f2
+
k2

f
+
e−2A

f
m2
χ +

X ′′

X
+B

X ′

X
(5.6)

with B = (D − 3)A′ − τΦ′ and X = e−
∫
B/2 = e(D−1)/2A−γΦ/

√
f . Starting from the

confined phase (in the charge-neutral case), we see that the potential for the confining

geometry behaves in the IR as

Veff(z →∞;ω, k) = −ω2+k2−ν(ν − 1(τ −D + 3))

2
zν−2+

3

4
ν2(τ−D+3)2z2ν−2+. . . , (5.7)

thus it grows to infinity in the IR (the subleading terms were left out). For finite z (still

far enough from the AdS boundary), it is positive if ω2 < ω2
0 + k2 for some constant ω0,

i.e. the spectrum is discrete and gapped for small energies. In the bulk, a gap in the

spectrum simply means that there is no tunneling of the infalling solution toward the far

IR at z →∞ (in the terminology of [43], the reflection coefficient is zero). This means that

the integral
∫
dz
√

2Veff(z)/z2 has to diverge at large z. For (5.7) the integral behaves as∫
dzzν−3 and thus diverges for ν ≥ 2. Therefore, the gaps might be hard or soft depending

on the parameters.

For ω >
√
ω2

0 + k2 we expect a continuum, as the effective potential does not have a

well anymore. In the deconfined neutral background, the potential looks like

Veff(z →∞;ω, k) = −(D − 3)α− φ0τ

2z
−ω2 +k2 +

3

4z
((D−3)α−φ0τ)2(log z)2 + . . . , (5.8)

which grows to infinity in the IR but logarithmically slowly, whereas on the other side it

again depends on ω−
√
ω2

0 + k2. The spectrum is thus still gapped and discrete but (since
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the well is now shallow, because of the logarithmic growth) the bound states are expected

to come closer to each other. Also, the tunneling probability behaves as
∫
dz log z/z2

which is finite for z → ∞, and the gaps is always soft. In the charged case, the effective

potential is augmented by a positive term proportional to q2A0χ
2 which is independent

of ω, k. Therefore, the threshold ω0 is increased but the qualitative behavior remains the

same. Similar conclusions hold for the other response functions: the gaps are always soft

for the deconfined phase, and may be hard or soft for the confined phase.

5.3 Numerics

5.3.1 AC conductivity

The AC conductivity best encapsulates the breaking of a continuous symmetry (4.16)

through the existence of the zero mode. The AC conductivity on the real frequency axis,

as well as in the bottom half-plane of complex ω, is given in figure 8. In this plot we show

the conductivity <σ(ω, k = 0) as a function of the real frequency <ω for a range of =ω
values (at zero momentum). We first show the set of curves <σ(<ω) computed at different

=ω values, where the curves at different =ω values are vertically shifted in the figure to be

visible together (panels A, B); the x-axis is the real frequency axis and the y-axis is the

magnitude of the conductivity minus the vertical shift. In parallel we show the same data

as two-dimensional color maps <σ(<ω,=ω) (panels C, D); now the y-axis is the imaginary

part of the frequency, and the lighter areas denote higher values. We use the same recipe

to show the curves =GR(ω, k) and ξ(ω, k) in later figures.

In the charged confined non-condensed system (panels A, C), there is no gap at small

frequencies as the continuous U(1) symmetry is preserved. On the other hand, confinement

means the existence of stable bound states (”glueballs”), i.e. poles on the real axis. These

are seen as sharp peaks in <σ(ω) for real ω. For nonzero =ω the poles apparently turn

into branch cuts (the vertical lines); the resolution of our numerics is limited so we are not

sure if these are branch cuts or strings of poles along the vertical (=ω) axis. Such poles on

the real axis have been seen also in [9] in the simple holographic superconductor (without

dilaton) when the scalar mass is exactly at the BF bound for AdSD+1; the relation to our

result is not clear but this fact is certainly interesting and we plan to look more carefully

into it. Naively, it looks like a bad metal: the AC conductivity is continuous and gapless

but small except on a discrete set of real frequencies where the bound states lie.

After deconfinement and the onset of superconductivity (figure 8B, D), the Dirac delta

peak at ω = 0 is followed by a gap, which shows the breaking of the U(1) symmetry (this is

particularly obvious in the panel B). The bound states do not sit at the real axis anymore.

It is again not clear from the numerics if they turn into branch cuts or strings of poles in

the complex plane but in any case they do not reach the real axis anymore. In this and

further spectral plots, we use the critical temperature as a suitable unit of energy to express

the frequencies and momenta; a more usual choice would be the chemical potential, but it

is absent in the neutral case, so we have opted for Tc as a natural and physical scale.

Therefore, we witness both the breaking of the U(1) symmetry (Dirac delta peak

followed by the gap) and the deconfinement (absence of stable bound states), but not the

restoration of scale invariance since our probe is charged and sees the nonzero chemical
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Figure 8. Conductivity <σ(ω) in the confined/non-condensed phase (m2
χ = 2, A,C) and in the

deconfined/condensed phase (m2
χ = −2, B,D) in a U(1)-charged system at µ = 1, for a range of =ω

values starting from zero (the real axis). In the deconfined/superconducting phase there is only the

ω = 0 pole at the real axis (visible for the first curve in the panel B; in the color map panel D it is

hard to recognize since it is very narrow), followed by a gap. The gap is expectedly absent in the

confined/non-superconducting phase, as the continuous U(1) symmetry is preserved. On the other

hand, the confinement/deconfinement transition is visible through the stability of bound states: in

the confined regime these states have an infinite lifetime at T = 0 and thus manifest as sharp peaks

(poles) on the real axis (the bright white spots on the real axis in the density plot). In the deconfined

regime these states are pushed to a finite distance below the real axis and look more like branch cuts.

For all calculations in a charged system in this section we use D = 4, ν = 3/2, γ = 4, τ = 6, µ = 1

and m2
χ = 1/4 for the confined case and m2

χ = −1/4 for the deconfined case.

potential which sets a scale. It is instructive to compare this situation to the charge-neutral

case in figure 9. The superconducting gap now has to vanish from the spectrum. Only the

presence or absence of confinement is now seen — bound states as poles on the real axis

(again apparently continuing as branch cuts below the real axis) in the confined regime and

their absence in the deconfined regime. Notice that our confined phase is fractionalized

and the deconfined phase is coherent — therefore, our poles are not “mesinos”, they are

closer to “glueballs”, i.e. complex bound states which contain charged gauge bosons.
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Figure 9. Conductivity <σ(ω) in the confined/non-condensed phase (m2
χ = 8, A,C) and in the

deconfined/condensed phase (m2
χ = 4, B,D) in a neutral system, for a range of =ω values starting

from zero (the real axis). Neither phase is superconducting thus neither phase has a gap but rather a

continuous background behaving as 1/ωn. But the confined case again has long-living bound states

corresponding to poles on the real axis, while upon deconfinement these poles vanish completely.

The parameters are D = 4, ν = 3/2, γ = 4 and m2
χ = 4 for the deconfined case and m2

χ = 8 for the

confined case (also in the remaining plots for the neutral system in this section).

5.3.2 Retarded propagator

A probe which specifically shows the restoration of scale invariance is the retarded propaga-

tor GR(ω, k), given in figure 10. In the confined regime we see well-defined quasiparticles,

due to nonzero chemical potential. But since quasiparticles exist at finite binding energies,

the spectrum is gapped and starts from nonzero energy (A, C). Once the system is decon-

fined, scale invariance is restored and GR(ω) ∼ 1/ωn (B, D). Unlike conductivity, which

is not sensitive confinement/deconfinement, the scalar probe differentiates between them:

in their absence, it shows no quasiparticles. Another way to understand it is that at low

energies (in deep interior) the local chemical potential behaves as e−AA0/
√
f ∼ z−2α+φ0τ/2

while the scale of the metric (the confinement scale) drops faster as z−2α, so the confine-

ment scale is above the chemical potential and the probe sees no chemical potential at all.
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When the system is neutral and the symmetry to be broken is discrete, we expect to see

the presence/absence of scale invariance in much the same way as before but we expect no

quasiparticle in either phase, since the chemical potential is zero. The plot for the neutral

case is shown in figure 11: now there is indeed no quasiparticle in either phase as the

chemical potential and density are zero. But we still detect a scaleful, though continuous

spectrum in the confined case, whereas the deconfined case looks pretty much the same

as with a charged boson — just a power-law decay. Again, this is not about fractional-

ization — the confined phase, with quasiparticles in figure 10(A,C), has “gauginos” which

the gauge-neutral probe cannot see, and the deconfined phase, with no quasiparticles in

figure 10(B,D), has “mesinos” which the gauge probe can see. The bottom line is that the

probe apparently couples mainly to the gauge field bound states, and in general that the

presence/absence of quasiparticles may not be directly related to fractionalization.

5.3.3 Charge susceptibility

Charge susceptibility is interesting as it shows the absence of metallic behavior in both the

confined and deconfined phase. Both phases show a gap followed by a series of dispersing

poles. This is in line with our analytical finding that both backgrounds give a potential

well for δA0, inhabited with bound states. But since the well is rising towards infinity very

slowly in the deconfined phase, the spacing between the bound states is small in this case.

In [42] the authors have explored mainly the momentum dependence of the susceptibility at

zero frequency, finding the Friedel oscillations and the singularity at k = 2kF , as expected

for a system with zero modes at finite momentum, resembling a Fermi surface. In figure 12,

in particular in the ω − k maps (panels B,D) we see that no oscillatory behavior exists for

χ(ω = 0, k) (the bottom edge of figure 12 C,D) and in particular no pole at ω = 0 exists

for any finite k. This tells that our system is different from a normal metal even in the

confined phase, and this is not because it is fractionalized (since the RN black hole studied

in [42] is also fractionalized).

6 Conclusions and discussion

We have considered an Einstein-(Maxwell)-dilaton-scalar system where the scalar can con-

dense (acquire a VEV) and thus break a symmetry, discrete if neutral or continuous if

charged. This in turn remorphs the geometry from a soft-wall, confining form to a decon-

fined, power-law-scaling form. This goes against the common intuition that a condensate

always “narrows” the geometry, which indeed happens in absence of a dilaton with a suit-

ably chosen coupling, e.g. in the textbook holographic superconductor where an AdS-RN

background with a near-horizon AdS2 throat with finite AdS radius typically turns into a

Lifshitz-type geometry whose scale shrinks to zero in the interior. From a general viewpoint,

it is not so surprising that the huge “zoo” of dilatonic theories contains counterexamples

to this behavior, as we have great freedom in choosing the dilaton potentials. But from the

viewpoint of field theory and applied gauge/gravity duality, this is interesting as it tells

us that we can consider situations in which breaking a symmetry with an order parameter
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Figure 10. The retarded propagator =GR(ω) for a range of momentum values (0 < k < 1.5) in

a charged system (µ = 1), in the confined regime (m2
χ = −2, A,C) and in the deconfined regime

(m2
χ = 2, B,D). In the confined case we see gapped quasiparticle excitations, starting at ω ≈ 1 > 0

since we see the bound states in the soft wall which have a discrete and gapped spectrum. In field

theory, it means we see gauge-neutral particles. In the deconfined regime, no quasiparticle is present

and we have a featureless power-law spectrum =GR(ω) ∝ 1/ωn. From the gravity viewpoint, it

is because the potential has no bound states. From the field theory viewpoint, it means we have

gauge-colored excitations which are not visible through a gauge-neutral probe. We thus see the

deconfinement transition.

can actually restore another symmetry, since confined systems have a scale (the confine-

ment gap) which vanishes upon condensation. In the simplest case, we can thus expect

that conformal symmetry is restored. In practice, it is not the full conformal symmetry

but some subset of it, i.e. some scale invariance. We therefore see a non-Ginzburg-Landau

phase transition, where neither phase has a higher overall symmetry than the other and the

transition can be continuous (in the charged case). This may be related to the picture of

deconfined criticality proposed in [10, 11]. But one should be careful, since the transition

mechanism in [10, 11] is related to the existence of a new, topological conserved quantity
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Figure 11. The retarded propagator =GR(ω) in the confined/non-condensed phase (A,C) and in

the deconfined/condensed phase (B,D) in a neutral system. While the deconfined case is again

an almost exact power law, the confined case has a scale but no quasiparticle. The discrete Z2

symmetry has no zero modes upon breaking. The retarded propagator is thus not so useful when

the system is neutral.

which only exists at the critical point. In our setup we cannot study geometry or lattice

effects and definitely cannot argue anything about topology. The connection is thus very

loose and we only see it as inspiration for further work. It would be interesting to consider

a setup where the topologically protected gauge flux analogous to that at a deconfined

critical point can be detected.

In would also be nice to understand our system better from the gravity side, by deriving

our solutions from a superpotential and inspecting how generic this behavior is, which we

address in a subsequent publication. It is also interesting to apply our findings to real-world

systems. While in QCD there is no obvious additional order parameter that may condense,

such situations are abundant in condensed matter systems, mainly in the context of the

fractionalization paradigm, where certain non-Fermi-liquid phases are argued to consist
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Figure 12. Charge susceptibility ξ(ω) in the confined/non-condensed phase (A,C) and in the

deconfined/condensed phase (B,D) in a charged system. Both cases show bound states; this might

look surprising for the deconfined case but is in accordance with the effective potentials in eqs. (5.7)–

(5.8). This probe is thus not very useful for detecting the transition but shows the absence of peaks

at ω = 0 and k = 2kF > 0, indicating that even the confined phase is different from a normal

Fermi liquid.

of gauge-charged excitations which are therefore not observable as quasiparticles. This

is also relevant for the heavy fermion systems, where a long-range order is present (the

antiferromagnetic ordering, the SO(3) equivalent of our scalar neutral order parameter)

and is connected to the disappearance of a normal Fermi liquid, which can be related to

the deconfinement of the gauge-charged spinons and holons (in this case, of course, the

gauge field is emergent and not microscopic) [12–15]. However, great care must be taken

to interpret the fractionalization concept properly, as it is distinct from confinement — in

our case, the confined phase is fractionalized and the deconfined phase is coherent. This

will also be addressed in our future work.
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A A short summary of numerical calculations

For numerical work we find it more convenient to introduce a different coordinate choice

where the metric reads

ds2 = −f(z)h(z)dt2

z2
+
dx2

z2
+

dz2

f(z)z2
. (A.1)

The boundary is again at z = 0 and the space extends to z → ∞. It is easy to derive

the relations between this parametrization and the one used in the main text. Now the

boundary conditions for small z are f(z → 0), h(z → 0)→ 1. The Einstein equations read

zf ′ −Df +D +
2

D − 1
T 00 = 0 (A.2)

h′

h
zf =

2

D − 2
(T 00 − T zz). (A.3)

Therefore, both metric functions have first-order equations and we can omly impose two

boundary conditions for the metric. However, we have more than two physical require-

ments. The physical requirement for h (which is proportional to the scale factor e−2A in the

metric (2.8)) is h(z →∞)→ 0 and for f the first derivative should vanish: f ′(z =∞)→ 0.

In addition, in order to have an asymptotically AdS geometry we need f(z → 0) = 1 and

h(z → 0) = 1. We implement this by introducing some cutoff zΛ and imposing the ana-

lytical solutions we have found for the metric in section III for all z < zΛ (the analytical

solutions of course automatically satisfy the necessary requirements in the interior). Then

we start the integrator at zΛ, using the condition f(z = 0) = h(z = 0) = 1 as the sole

boundary condition for the numerics. At finite temperature, the space terminates at the

horizon zh whose value is determined by the temperature, and in this case f itself vanishes

at the horizon: f(zh) = 0. In practice, it means we use the analytical ansatz for f, h in the

interval zh > z > zh − ε and start the integration at z = zh − ε, again with the boundary

condition h(z) = 1.

The equations of motion for the gauge and matter fields are

Φ′′ −
(
h′

2h
− (D − 1)z

)
Φ′ +

gzz
ξ
∂ΦV −

4

ξ(D − 1)
g00T A2

0 = 0 (A.4)

A′′0 −
(
h′

2h
− (D − 3)z − ∂ΦT

T
Φ′
)
A′0 − 2q2Z

T
√
g00gzz|χ|2 = 0 (A.5)

χ′′ −
(
h′

2h
− (D − 1)z

)
χ′ −

m2
χ

ξz2f
+
q2Z

f2
A2

0χ = 0. (A.6)

Here we have three second-order equations and two boundary conditions per field. For A0,

one condition is that the electric field should vanish in the interior: −A′0(z → ∞) → 0
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and the other is to impose the chemical potential or the charge density at the boundary

(A0(z → 0) = µ or A0(z)/zD−2|z→0 = −ρ). For Φ and χ the only physically obvious

boundary condition is to set the leading branch in the small-z expansion (2.18) to zero

(remember we pick the dilaton potential V in the UV in such a way that the subleading

branch of the dilaton also falls off quickly enough that no condensation occurs). The other

boundary condition for Φ, χ is again set by the analytical expansion for z large, similar as

for the metric.

It is well known that the integration is unstable if started from the boundary. We

therefore start from the interior and impose all boundary conditions in the interior. Physical

requirements for z → 0 are then obtained by shooting. We start from z1 ≡ zΛ at T =

0 or from z1 ≡ zh − ε at finite T and iterate the procedure in two stages. The first

iteration assumes some essentially arbitrary metric in the whole space (AdSD+1 works

well) and solves first the coupled system for f, h,A0,Φ. For f , the boundary condition is

the analytical estimate fanal(z1). We similarly impose the analytical estimate for Φ while

for Φ′ we try an arbitrary value C1. For h we also start from an arbitrary value C2. For

the gauge field we impose the physical boundary condition for the derivative (A′0(z1) = 0)

whereas the other condition is arbitrary (A0(z1) = C3). We thus have three free parameters

C1, C2, C3 so we can shoot for the correct UV behavior of A0,Φ, h. This procedure does

not guarantee the correct behavior for f(0) and h(z1) as we do not shoot for them but

when one lands at the correct solution, these turn out to be automatically satisfied (if not,

one should play around a bit with the starting values of the shooting parameter h(z1)). In

the next stage, we solve the equation for χ with the conditions χ(z1) = C4χanal(z1) and

χ′(z1) = C4χ
′
anal(z1), leaving the overall normalization C4 as a free parameter. Then we

shoot for the required behavior in the UV (this will yield the solution with nonzero VEV,

if it exists; if not, it will give the solution χ(z) = 0). After that, we update the metric and

the stress tensor and repeat the whole procedure, again in two steps, first for f, h,Φ, A0

and then for χ. After 5 − 10 steps (a few minutes of computation time) the procedure

converges. One should check that the solution is independent of the cutoff z1. At zero

temperature, for confining backgrounds the overall scale falls off very sharply and typically

z1 ≈ 3 − 4 is enough while for nonconfining geometries one needs zΛ ≈ 6 − 10. At finite

temperature, the size of the “analytical” region in the interior ε can be made quite small,

of the order 10−3. A cutoff in the UV is also necessary and is roughly of the size 10−6.
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