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ABSTRACT: We investigated the influence of grain bounda-
ries on electronic properties of polycrystalline organic
semiconductor naphthalene. The atomic structure of grain
boundaries was found using a Monte Carlo method, whereas
electronic structure calculations were performed using the
charge patching method. We found that grain boundaries
introduce trap states within the band gap of the material. Our
results show that spatial positions and energies of trap states
can be predicted solely from geometrical arrangement of
molecules near the boundary. Wave functions of these states
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are localized on closely spaced pairs of molecules from opposite sides of the boundary. The energies of trap states are strongly
correlated with the distances between the molecules in the pair. These findings were used to calculate the electronic density of
trap states, which was found to exhibit a qualitatively different behavior for grain boundaries perpendicular to the a and b

directions of the crystal unit cell.

B INTRODUCTION

Organic semiconductors are materials of great promise for
electronic devices, such as organic field-effect transistors
(FETs), organic light-emitting diodes (LEDs), and organic
solar cells (OSCs)."™” Their advantage over inorganic counter-
parts is that they are flexible and have a low processing cost.
However, devices made of organic semiconductors still have
relatively low charge mobility and low efficiency. Small
molecule based crystalline organic semiconductors (such as
tetracene, pentacene, rubrene, etc.) exhibit the highest
mobilities among organic semiconductors due to their
crystalline structures. Electronic devices based on these
materials are typically obtained using the vacuum-evaporation
technique.* "> More recently, it became possible to use an
inexpensive solution processing technique to obtain structures
with a high degree of crystallinity and good charge transport
properties,*™' which opens the way toward large-scale
applications of small molecule based organic semiconductors.
Therefore, researchers put effort into improving properties of
these materials in order to make them competitive with
inorganic semiconductors.

Thin films of crystalline organic semiconductors have a
polycrystalline form, which is composed of many different
crystalline grains. It has been shown that the transport in a
single grain boundary device is limited by the grain boundary.”
A pronounced dependence of transistor characteristics on the
grain size was also established,">'¥'%%* as well as a strong
difference between the characteristics of single-crystal and
polycrystalline transistors based on the same material.'" It was
also shown that grain boundary orientation has a large influence
on the charge carrier mobility."® All of these results indicate
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that grain boundaries are the most limiting intrinsic factor for
efficient charge transport in small molecule based polycrystal-
line organic semiconductors.

However, there is still a lack of understanding of the specific
mechanism by which grain boundaries affect the charge
transport. It is typically assumed that they introduce trap states
localized at the grain boundary, with energies of these states
within the band gap of the material.”'"'***~** The charges in
the trap states do not contribute to transport, and therefore, the
presence of traps reduces the effective charge carrier mobility.
On the other hand, there are some suggestions that grain
boundaries act as barriers and that charge carriers are trapped in
the grains.”>** Calculations of electrostatic potential at
molecules near the grain boundary formed from two misaligned
grains indicate the presence of trapping centers at the
boundary.*® Other theoretical and computational studies are
primarily focused on the properties of single crystals.”*™>’

In this paper, we shed light on the nature of electronic states
at grain boundaries in organic crystalline semiconductors. We
directly calculate the wave functions of electronic states and
gain microscopic insight into the origin of these states. Using
these insights, we develop a simple model for density of trap
states prediction. In the following section, the method for
electronic structure calculation is introduced. We use
naphthalene as a representative of crystalline organic semi-
conductors based on small molecules. The results of the
calculation of electronic states at grain boundaries are
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presented. We find that grain boundaries produce trap states in
the band gap, where the highest states are localized on pairs of
molecules at the grain boundary, whose mutual distance is
much smaller than the corresponding distance in the
monocrystal. Strong correlation between the mutual distance
between these molecules and the energies of these states was
found. Such a correlation enables one to calculate the electronic
density of states at the grain boundary directly from mutual
distances between molecules. Finally, the results obtained are
discussed with a particular focus on their relation to the current
body of knowledge about grain boundaries in organic

polycrystals.

B METHOD FOR ELECTRONIC STRUCTURE
CALCULATIONS
The method used for electronic structure calculations of grain

boundaries in polycrystalline naphthalene is schematically
described in Figure 1. The atomic structure is obtained from
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Figure 1. Schematic representation of the algorithm for electronic
structure calculations.

a relaxation procedure based on a Monte Carlo (MC)
method®® and is subsequently used to calculate the electronic
states using the density functional theory (DFT)*® based charge
patching method (CPM).***!

The initial configuration for MC relaxation is two
monocrystals with different crystalline orientations joined at
their common boundary. Potential energy of a system is
calculated using transferable potentials for phase equilibria
(TraPPE).**** Naphthalene molecules are considered as rigid
bodies; hence, only interactions between carbon atoms from
different molecules described by the weak van der Waals
interaction are taken into account. Carbon-hydrogen (CH)
groups are treated as one atom with a center of mass at carbon
atoms. TraPPE parameters for interactions between CH groups
are ¢ = 3.695 A, £/ky = 50.5 K and, for interaction between C
atoms, 6 = 3.7 A, €/ky = 30 K. An MC algorithm was then used
to minimize the energy of the system. In each step of the MC
algorithm, one molecule is randomly chosen, translated for a
randomly chosen vector, and rotated by a randomly chosen
angle. The decision about the acceptance of this move is made
according to the Metropolis algorithm: if the energy of the new
configuration is lower than the initial, the move is accepted;

otherwise, it is accepted with a probability equal to the
Boltzmann weight of the difference of the energy of the new
and the old configuration.*® The simulation is performed until a
thermal equilibrium is reached, which is evidenced by the
saturation in the dependence of the energy on the number of
simulation steps. Simulation is performed at a temperature of
300 K. After the thermal equilibrium is reached, the system is
gradually cooled down to 0 K. In this way, dynamic disorder
(crystal disorder induced by thermal motion) effects®® are
excluded. Both the effects of dynamic disorder and grain
boundaries can, in principle, induce localized states, and it
would be very difficult to distinguish between these if the
electronic structure calculations were performed for a structure
obtained from a snapshot of MC simulations at 300 K. To
check that the choice of the temperature of 300 K has only a
small effect on the final atomic structure obtained from an MC
procedure, we repeated the simulations using the temperatures
of 100, 200, and 400 K, as well. Atomic structures obtained
from these simulations were nearly identical as the atomic
structure obtained from the simulation at 300 K. Therefore, the
MC simulation procedure is robust in the sense that the final
structure is weakly dependent on the details of the procedure.

TraPPE empirical potentials were previously used for a
variety of organic materials.**~* The validity of the potentials
used in the MC simulation was verified by comparing the
naphthalene crystal lattice constants obtained from these
empirical potentials to the values from the literature. The
initial structure for the crystal lattice parameters optimization is
the naphthalene unit cell with the lattice parameters and atomic
structure given in ref 46. It is assumed that two angles of the
unit cell are 90°, since the naphthalene unit cell is monoclinic.*’
Other unit cell parameters (three lengths and one angle) were
varied and MC relaxation was performed for each combination
of the unit cell parameters until the convergence of the
potential energy was satisfied. In the same manner as for the
atomic structure of grain boundaries, the simulation was first
performed at 300 K, followed by gradually cooling down to 0 K.
The obtained lattice constants are constants that give the crystal
lattice with minimal potential energy: a = 8.325 Ab=5924Ac
=7.77 A, and f = 63°. In the literature, there are several results
for naphthalene unit cell parameters: In ref 48: a = 8.4 A, b =6
A c=866A and f=57.1° Inref49: a = 8.098 A, b = 5.953 A,
¢ = 8652 A, and f = 55.6°. Therefore, lattice constants
obtained with TraPPE empirical potentials are in good
agreement with previous results. Simulations were performed
using temperatures other than 300 K, as well, to check the
correctness of the procedure and the results. For additional
evaluation of the validity of empirical potentials, the melting
temperature of naphthalene was calculated as the temperature
of the heat capacity peak.>® The calculated melting temperature
is 340 + S K, which is close to the melting temperature of 352.5
K given in ref 51.

After the atomic structure is obtained, electronic structure
calculations can be performed. In principle, DFT can be used
for that. However, to avoid finite size effects on the electronic
states at the grain boundaries, one needs to include a
sufficiently large number of unit cells in the plane of the
boundary, as well as several molecular layers nearest to the
boundary. This typically includes several thousand atoms,
which is beyond the reach of standard DFT calculations.
Therefore, the CPM was used instead of standard DFT. CPM
is a strong tool by which one can directly construct the
electronic charge density instead of self-consistently solving the
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Kohn—Sham equations as in standard calculations based on
DFT. In the CPM, an appropriate motif is assigned to each
atom in the system. Motif is a description of the environment
of an atom. It contains the information about the types of the
central atom and its neighbors. There are five motifs in the
system that consists of naphthalene molecules only: C;—
C,C,C,, C,—C5C,H, C,—C,C,H, H-C,—C,C,, and H-C,—
C,C,, where Cy is the carbon atom connected to X other
carbon atoms. Charge density of a motif associated with an
atom A is calculated using the formula

wy(r — Ry) .
ZB wp(r — RB)p( ) (1)

where p(r) is the charge density of a single naphthalene
molecule obtained by DFT calculations, while R, and w, are,
respectively, the position and the weight function of the atom
A. Overall charge density is then calculated as a sum of all motif
charge densities in the system. With charge density at hand, the
single-particle Hamiltonian is given as

mA(l' - RA) =

hZ
H=-——V + v+
2m, 4re,

e p(r’) .,
mdl‘ + ViJCDA(p)

@)
The first term in eq 2 is the kinetic energy, the second term is
the atomic core pseudopotential modeled using norm-
conserving pseudopotentials, the third term is the electrostatic
Hartree potential, while the fourth term is the exchange-
correlation term, which is modeled using the local density
approximation (LDA). The eigenvalue problem of the
Hamiltionian is solved using the folded spectrum method
(FSM),* as implemented in the PESCAN code that gives the
electronic states around the desired energy, which is the top of
the valence band in our case.

B WAVE FUNCTIONS AT GRAIN BOUNDARIES

In this section, the wave functions of states at grain boundaries
are presented. We consider the system consisting of 1000
molecules (500 at each side of the boundary) arranged in 10
layers that are parallel to the ab plane*” of the unit cell.
Electronic structure calculations are performed for a single layer
of molecules, which is sufficient to describe the electronic
properties of the material, because the electronic coupling in
the ¢ direction is much weaker than that in the ab plane.
Calculations are performed for several misorientation angles
between the grains: 5, 10, 15, and 20° and for two types of
grain boundaries: (1) perpendicular to the a direction (a-
boundary) and (2) perpendicular to the b direction (b-
boundary) of the unit cell. Only small angles are considered,
because the total energy of the system increases as the angle of
misorientation increases, as demonstrated in Figure 2. For each
system, the energies of the 10 highest occupied states in the
valence band and their wave functions are calculated.

Results of electronic structure calculations for the a-boundary
system with a misorientation angle of 10° are presented in
Figure 3. These results indicate that there are several states in
the band gap whose energies are significantly higher than the
energies of the other states. These states are trap states for
charge carriers and could strongly affect transport properties of
the material. Wave functions of the first and the second highest
occupied states are localized on the two molecules at the grain
boundary. The distance between these two molecules (defined
hereafter as the distance between their centers of mass) is 3.45

a—boundary

b-boundary
B (R TR R (R
Misorientation angle (deg)
Figure 2. Dependence of potential energy of the system per molecule
on the misorientation angle between monocrystal grains for a-

boundary systems (a) and b-boundary systems (b). Each system
consists of 1000 molecules.

Figure 3. Energies of the states at the top of the valence band and the
isosurfaces of their wave function moduli for the system with the
misorientation angle of 10° and the grain boundary perpendicular to
the a direction. Isosurfaces correspond to the probability of finding a
hole inside the surface of 90%.

A, while the distance between two nearest molecules in the
monocrystal is about S A. The highest occupied states in
organic semiconductors originate from electronic coupling of
the HOMO (highest occupied molecular orbital) levels of
different molecules. Electronic coupling that results from the
overlap of HOMO orbitals is strongest for closely spaced
molecules. As a consequence, the highest state in Figure 3 is
localized on two molecules with the smallest mutual distance. It
is the bonding states of HOMO orbitals of the two molecules,
whereas the second state in Figure 3 is the antibonding state. At
certain energies, the spectrum becomes nearly continuous and
the states that are completely delocalized start to appear, such
as the 10th calculated state; see Figure 3. States like this
originate from delocalized Bloch states of the monocrystal and,
therefore, are not induced by grain boundaries.

Electronic calculations for other misorientation angles and
boundary directions show similar results. In Figure 4, the results
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Figure 4. Energies of the states at the top of the valence band and the
isosurfaces of their wave function moduli for the system with the
misorientation angle of 10° and the grain boundary perpendicular to
the b direction. Isosurfaces correspond to the probability of finding a
hole inside the surface of 90%.

for the b-boundary system and the misorientation angle of 10°
are presented. In this case, there is only one molecule pair at
the grain boundary with a small mutual distance and,
consequently, one trap state deep in the band gap. Other
states are delocalized.

The presented results indicate that grain boundaries
introduce electronic states within the band gap of the material.
Hereafter, the states localized at the boundaries will be called
trap states, whereas delocalized states will be called valence
band states. Some trap states are very deep in the band gap,
even more than 1 eV above the valence band. As a reference,
the experimentally measured band gap of naphthalene is about
5.2 eV.*® The traps with energies significantly above the top of
the valence band (more than 0.1 eV) are always localized on
two molecules belonging to different grains with a mutual
distance less than the distance between two nearest molecules
in the monocrystal. Such pairs of molecules will be hereafter
called trapping pairs. Other localized states at the grain
boundary have energies very close to the energies of the top
of the valence band (second state in Figure 4, for example).
Consequently, only pairs of molecules (trapping pairs) will be
taken into account. We find that there is a strong correlation
between the distance between the molecules in trapping pairs
and the energy of the trap electronic states. This dependence is
shown in Figure 5. The best fit of this dependence is given by
an exponential function AE = AeB(R_R"), where A = 1.4064 €V,
B=-4181 A", and R, = 32 A.

L = ¢ I
= N - B S )

Energy of a trap state (eV)

.O
)

Q.Z 3.4 36 38 4 42 44
Distance between molecules in trapping pairs (A)

Figure 5. The dependence of the energy of the grain boundary induces
trap states on the distance between molecules in trapping pairs. The
data obtained from all simulated systems are presented in the figure.
Energies of the trapping states are defined with the top of the valence
band as a reference level.

B DENSITY OF TRAP STATES AT GRAIN
BOUNDARIES

Electronic structure calculations can be performed for relatively
small boundaries only. Although such calculations were highly
valuable for understanding the origin and the degree of wave
function localization at the boundary, they do not provide
sufficient statistics to reliably calculate the density of trap states.
On the other hand, the remarkable dependence, presented in
Figure S, can be used to predict the energy of a trap at a given
boundary without any electronic calculation, solely based on
the distances between the molecules. This allows us to calculate
the energies of all trap states for very large grain boundaries
and, consequently, calculate the electronic density of trap states.
On the basis of the degree of scattering of the data from the fit
in Figure S, we estimate that this method produces an error in
the trap energy calculation of up to 0.1 eV.

Consequently, we have demonstrated that computationally
demanding electronic structure calculations can be avoided
using the aforementioned approach. Next, we show that even
the MC relaxation step can be avoided without significantly
compromising the accuracy of the electronic density of trap
states. By inspecting the atomic structure near the boundaries
in Figure 3, one can notice that it stays nearly unchanged after
the relaxation. Only molecules in the vicinity of the boundary
slightly change their positions and orientations. The difference
in the distance between two molecules in trapping pairs, before
and after the relaxation, is below 0.1 A, as demonstrated in
Figure 6. Consequently, both MC relaxation and electronic
structure calculations can be avoided in the calculation of
electronic density of trap states.

The electronic density of trap states was extracted from the
calculations of grain boundaries that contain 100 000 molecules
arranged in 100 layers. In the construction of the grain
boundary atomic structure, there is an ambiguity related to the
width of the void between the two monocrystals that form the
boundary. This issue was overcome by shifting one of the
crystals in the direction perpendicular to the boundary and
selecting the void width in such a way that the potential energy
of the system is minimal. The distribution of distances between
trapping pairs of molecules is calculated then. Next, using the
previously introduced exponential fitting function, the elec-
tronic density of trap states is obtained. The results are
presented for four different angles: S, 10, 15, and 20° and for
two orientations of grain boundaries: a-boundary and b-
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Figure 6. Dependence of the distance between trapping molecule pairs
after MC relaxation (d,g,,) on the distance between them before MC
relaxation (dp.gp)-

boundary. As can be seen from Figure S, trapping pairs with
mutual distances below 4 A are responsible for traps that are
deep in the band gap. Other trapping pairs produce shallow
traps that are close to the top of the valence band. The
distribution of distances between molecules in trapping pairs at
the grain boundaries is shown in Figure 7. One should note that

@
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Figure 7. Trapping pair distance (d) distributions (DD) at different
grain boundaries. The boundaries are denoted as Xy, where X is the
angle between monocrystal grains and y is the direction perpendicular
to the boundary surface.

molecule pairs with distances below 3.2 A can also exist.
However, these were not present in small systems calculated in
the previous section; hence, their energy cannot be reliably

calculated using the fitting function. Nevertheless, such states
are rather rare and we neglect their surface density.

By inspecting Figure 7, one can notice that trapping pair
distance distributions for a-boundary systems are similar for all
angles. All of them are increasing functions with similar shapes.
On the other hand, the distributions for b-boundary systems
largely depend on misorientation angle. In addition, the
distribution is not continuous as it is for a-boundary and
some distances are preferred. This difference can be explained
by the geometry of the naphthalene unit cell. Only a and ¢
directions of the unit cell are not perpendicular. Therefore, the
¢ direction is not parallel to the a-boundary surface. For this
reason, in the case of a-boundary, different ab planes give
different contributions to the trapping pair distance distribu-
tion. By adding the contribution from different ab planes, one
obtains a continuous function. In the case of b-boundary, the ¢
direction is paralle]l to the grain boundary surface. Con-
sequently, molecule pairs from one ab plane have their copies
in other ab planes and each ab plane gives the same
contribution to trapping pair densities. This produces discrete
trapping pair distance distributions. The difference between a-
and b-boundary is illustrated in Figure 8, where spatial
distribution of trapping pair distance is given. Each filled circle
in Figure 8 represents a molecule in the layer at the grain
boundary. The color of the circle indicates the distance between
that molecule and the nearest molecule from the opposite side
of the boundary. As one can notice, in the case of a-boundary,
distributions for different ab planes are different (as evidenced
by the nonperiodicity of the pattern shown in Figure 8a),
whereas distributions for different ab planes in the case of b-
boundary are equal (as evidenced by the periodic pattern in
Figure 8b).

With trapping pair distance distributions at hand, the
electronic density of trap states can be straightforwardly
calculated as explained. Densities of trap states for eight
aforementioned boundaries are given in Figure 9. Because the
focus of this work is on trap states that are significantly above
the top of the valence band, only trapping pairs with mutual
distances below 4 A are included in the distribution shown in
Figure 9. In addition, we have assumed that each trapping pair
introduces one trap state, although, in some cases, it can
introduce two trap states, as demonstrated in Figure 3. For a-
boundary systems, the density of trap states weakly depends on
angle. Going deeper in the band gap, the density of trap states
monotonously decreases, which is a consequence of the
monotonously decreasing density of trapping pairs at the

150g
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Figure 8. Spatial trapping pair distance distribution for a-boundary (a) and b-boundary (b) systems with the misorientation angle of 10°. The axis
perpendicular to the ab plane is denoted as n,,. Spatial trapping pair distance distribution is calculated using a radially symmetric weight function®®
calculated at the position of the molecular center of mass with a cutoff radius of 14.8 A.
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Figure 9. Electronic density of trap states at different grain boundaries.
The boundaries are denoted as Xy, where X is the angle between
monocrystal grains and y is the direction perpendicular to the
boundary surface. Densities of trap states are given in a logarithmic
scale. Energies of the trapping states are defined with the top of the
valence band as a reference level.

grain boundary. For b-boundaries, the density of trap states is
discrete with some distances preferred as a consequence of
discrete density of trapping pairs at the grain boundary.

B DISCUSSION

Our results clearly demonstrate the presence of trap states at
the positions in the grain boundary where two molecules from
opposite sides of the boundary are closely spaced, and hence,
the electronic coupling of their HOMO orbitals is rather strong.
In ref 23, it was argued that grain boundaries act as barriers for
charge carriers rather than traps. Such an argument was drawn
from an assumption that electronic coupling between molecules
is weaker at the grain boundary than in the bulk. Our results
show that such an assumption is not appropriate; strong
electronic coupling at certain positions at the boundary creates
trap states within the band gap of the material. However, one
should also note that electronic coupling between neighboring
molecules from opposite sides of the boundary can be weak at
certain positions. At these positions, the grain boundary acts as
a barrier and tends to confine the wave function to one side of
the boundary. This effect can be seen from state (10) in Figure
3 and states (3) and (10) in Figure 4. Positions of strong
electronic coupling and trap states will be absent only in the
case of a grain boundary void when two grains with the same
orientation are separated by empty space. Consequently, a void
(microcrack) within an organic crystal®® is expected to act as a
barrier.

On the other hand, various numerical simulations of organic
crystal FETs were based on a model that considers the
transport at the boundary as a thermoionic jump over the
barrier or tunneling through the barrier.'>'**"**> One should
note that FETs typically operate at high charge densities.
Therefore, the traps become filled with carriers, which, in turn,
create an electrostatic potential that acts as a barrier for the
transport of other charges. Such “trap charging induced
barriers” should be distinguished from the barriers discussed
in the previous paragraph.

Using the obtained results, the density of trap states for
naphthalene polycrystals can be estimated. The calculated
number of trap states per unit of boundary surface of two
misoriented grains is 3 X 10" cm™ in the case of the
misorientation angle of 5° and a-boundary, and takes similar
values for other boundaries. Only trapping pairs with mutual

distances below 4 A were considered in the calculation. In the
work of Chwang and Frisbie,” the density of trap states was
estimated from activation energies for charge transport in a
single grain boundary FET based on sexithiophene. It was
found that trap densities at acceptor-like levels take values from
7.0 X 10" to 2.1 X 10" cm™2, depending on the grain boundary
length and the angle of misorientation. Therefore, our results
are of the same order of magnitude as the experimentally based
estimate for the material belonging to the same class of
materials as naphthalene.

Next, we estimate the number of grain boundary induced
trap states per unit of volume and compare it to other relevant
material parameters. The tygplcal size of experimentally
evidenced monocrystal grains®”**>* is of the order of 1 ym,
which translates into volume trap density of N, = 9 X 10" cm™
assuming grains of a cubical shape. On the other hand, the
number of energy states per unit of volume in the valence band
of a bulk naphthalene monocrystal is N, = 6.1 X 10*' cm™.
Although N, is much lower than N,, it can still be significant to
affect the charge transport and optical properties of
naphthalene. In ref 55, grain boundary defects were identified
as the most pronounced and the most stable defects. The
density of point bulk defects was (over)estimated** to be in the
N, = 10"-10"® cm™ range. Because our calculated value of N,

)
is larger than N, our results confirm the conclusion that grain

)

boundary defecl:’ts are the most pronounced defects.”> A
compilation of the estimates of the density of trap states
from FET characteristics was reported in ref 11. The estimated
density of states at 0.2 eV above the valence band is in the
range of (0.7—3) X 10" cm™ eV™!, whereas at 0.3 eV above
the valence band, it is in the (1.5—4) X 10'® cm™ V™' range
(see Figure 6 in ref 11). On the basis of these values, one can
roughly estimate the density of trap states with energies higher
than 0.2 eV above the valence band to be in the (10'7—10'%)
cm™ range, which is of the same order of magnitude as our
calculated N.,.

Finally, we discuss the implications of our findings on
properties of electronic and optoelectronic devices based on
this class of materials. Since our results show that hole traps are
located at the positions of strongest electronic coupling
between orbitals of the two molecules from opposite sides of
the boundary, one expects that there will be an electronic trap
at the same position. We have verified this expectation by
performing an explicit calculation of electron states at the
boundary. As a consequence, traps at grain boundaries will not
prevent radiative recombination of electrons and holes in LED
devices or light absorption in the case of solar cells.
Nevertheless, the traps will certainly broaden the absorption
or emission spectrum of the material. Furthermore, the
estimated number of traps per unit of volume is comparable
to typical charge carrier densities in operating LED and solar
cell devices. As a consequence, charge carrier transport will
certainly be strongly affected by the traps. On the other hand,
FETs typically operate at charge carrier densities much larger
than the trap densities. As a consequence, the traps are filled
with carriers and affect the charge carrier transport only
through electrostatic barriers created by the trapped charges, as
discussed previously.

Bl CONCLUSIONS

In this paper, we have introduced the methodology for the
calculation of electronic states at grain boundaries in small
molecule based organic semiconductors. We focused our study
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on low-angle grain boundaries, since our results indicated that
they have lower energies than high-angle grain boundaries. The
results indicate that grain boundaries introduce trap states
within the band gap of the material. Wave functions of these
states are localized on pairs of molecules from opposite sides of
the boundary whose mutual distance is smaller than the
distance between two adjacent molecules in a monocrystal.
Strong electronic coupling between the orbitals of the two
molecules is responsible for the creation of the trap state. While
the naphthalene molecule was used in our study, we expect that
the origin of trap states will be the same in any other small
molecule based organic semiconductor since electronic
coupling as a mechanism of trap state creation is present in
any other material from this class.

The energy of the trap state was found to correlate to the
distance between two molecules that create the trap. This
correlation was then used to calculate the electronic density of
trap states solely based on geometrical arrangement of
molecules near the boundary. This approach was exploited to
calculate the density of trap states for different boundaries and
estimate the number of trap states per unit of volume in a real
polycrystal. This number is significant and may consequently
reduce the carrier mobility and deteriorate the performance of
devices based on polycrystalline organic semiconductors.
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